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Abstract. Process mining allows for the automated discovery of process models from event logs. These models provide insights and enable various types of model-based analysis. This paper demonstrates that the discovered process models can be extended with information to predict the completion time of running instances. There are many scenarios where it is useful to have reliable time predictions. For example, when a customer phones her insurance company for information about her insurance claim, she can be given an estimate for the remaining processing time. In order to do this, we provide a configurable approach to construct a process model, augment this model with time information learned from earlier instances, and use this to predict e.g. the completion time. To provide meaningful time predictions we use a configurable set of abstractions that allow for a good balance between “overfitting” and “underfitting”. The approach has been implemented in ProM and through several experiments using real-life event logs we demonstrate its applicability.

1 Introduction

More and more information about processes is recorded by information systems in the form of so-called “event logs”. A wide variety of Process-Aware Information Systems (PAISs) [12] is recording excellent data on actual events as they are taking place. ERP (Enterprise Resource Planning), WFM (WorkFlow Management), BPM (Business Process Management), CRM (Customer Relationship Management), SCM (Supply Chain Management), and PDM (Product Data Management) systems are examples of such systems. Despite the omnipresence and richness of these event logs, most software vendors use this information for answering only relatively simple questions under the assumption that the process is fixed and known, e.g., the calculation of simple performance metrics like utilization and flow time for a well-known process. However, in many domains processes are evolving and people typically have an oversimplified and incorrect view of the actual business processes. Therefore, process mining techniques attempt to extract non-trivial and useful information from event logs. One aspect of process mining is control-flow discovery, i.e., automatically constructing a process model (e.g., a Petri net or BPMN model) describing the causal dependencies between activities [3,5–7,9,31,32]. The basic idea of control-flow discovery is very simple: given an event log containing a set of traces, automatically construct a
suitable process model “describing the behavior” seen in the log. Such discovered processes have proven to be very useful for the understanding, redesign, and continuous improvement of business processes [2].

As process mining techniques are getting more mature, there is the desire to use the discovered models in an operational setting. This means that the PAIS is using results from process mining at runtime. An example is the recommendation service presented in [26]. This service, which is implemented in the process mining tool ProM, gives advice on the best possible next activity. Unlike the fixed routing in a workflow management system which is strictly enforced, the recommendation service merely gives an advice what to do next. Another example is the prediction service presented in [11]. This service is using non-parametric regression to predict the completion time of partially executed process instances. Using the same regression technique it is also estimated whether activities will be executed in the future and, if so, the time it takes to reach them.

The goal of the approach presented in this paper is similar to the prediction service described in [11]. However, we want to overcome some of the limitations of this earlier approach and therefore use a completely new approach to time prediction. Unlike existing approaches, the problem is not reduced to a simple heuristic (e.g., always estimating half of the average flow time or the average flow time minus the already elapsed time) or a regression model. Instead an annotated transition system is generated that represents an abstraction of the process with time annotations.
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Fig. 1. Overview of our approach.

Figure 1 shows an overview of the approach. There is an information system supporting some operational process. Events that take place in this process are recorded (e.g., starting some activity). This recorded information is used to derive a process model. In the process mining field, many process discovery algorithms have been proposed. Here we use a variant of the approach described in [3], i.e., using various abstractions a transition system is derived. This transition system is annotated with information about elapsed times (e.g., the average...
time to reach a particular state), \textit{sojourn times} (e.g., the average time spent in a particular state), and \textit{remaining times} (e.g., the average time to reach the end from this state). The annotated transition system can be used to predict the remaining flow time of all or some of the running cases (i.e., process instances).

In our approach, we heavily rely on the transition system generation and corresponding abstractions presented in [3]. This allows us to find a balance between a transition system that is too specific (overfitting) and one that is too general (underfitting) with respect to the log and thus provide better predictions. As will be demonstrated, our approach performs much better than simple heuristics and also outperforms regressions models in terms of efficiency and precision.

The approach can be easily extended to predict other features of a case. For example, the transition system can also be annotated with information about the occurrence of particular event or the time until a particular event. This can lead to predictions such as: “there is a 90\% probability that your claim will be rejected”, “there is 90\% probability that this activity will be conducted in the next three days”, and “the expected time until the submission of some intermediate report is 11 days”. Although these additional features can easily be added, we focus here on predicting the completion of a case.

The approach presented in this paper has been implemented in ProM, cf. www.processmining.org. ProM serves as a testbed for our process mining research [1] and has been applied in various domains, e.g., hospitals (AMC and Catherina hospitals), banks (ING), several municipalities (Heusden, Alkmaar, etc.), high-tech system manufacturers (ASML and Philips Medical Systems), software repositories for open-source projects, etc. To show the applicability of our results, we present an experimental evaluation using a simulation model and two real-life case studies. In these case studies, we use our techniques to predict the completion time of cases in two different Dutch municipalities.

The remainder of this paper is organized as follows. Related work is discussed in Section 2. Section 3 introduces process mining and shows that a transition system can be derived after (potentially) making some abstractions. Section 4 presents the main idea of time prediction based on annotated transition systems. The implementation in ProM is described in Section 5. Section 6 discusses various ways of defining and measuring the quality of predictions. The approach has been validated and tested using several (real-life) examples. The results of our evaluation are given in Section 7. Section 8 concludes the paper.

2 Related Work

Since the mid-nineties several groups have been working on techniques for process mining [3, 5–7, 9, 15, 31, 32], i.e., discovering process models based on observed events. In [4] an overview is given of the early work in this domain. The idea to apply process mining in the context of workflow management systems was introduced in [6]. In parallel, Datta [9] looked at the discovery of business process models. Cook et al. investigated similar issues in the context of software engineering processes [7]. Herbst [16] was one of the first to tackle more compli-
cated processes, e.g., processes containing duplicate tasks. Most of the classical approaches have problems dealing with concurrency. The α-algorithm [5] was the first technique taking concurrency as a starting point. However, this simple algorithm has problems dealing with complicated routing constructs and noise (like most of the other approaches described in literature). In the context of the ProM framework [1] more robust techniques have been developed. The heuristics miner [31] and the fuzzy miner [15] can deal with incomplete, unbalanced, and/or noisy events logs. The two-phase approach presented in [3] allows for various abstractions to obtain more useful models. The first step in [3] is used as a basis for the work in this paper and will be elaborated later. It is impossible to give a complete review of process mining techniques here, see www.processmining.org for more pointers to literature.

The approaches mentioned above focus on control-flow discovery. However, when event logs contain time information, the discovered models can be extended with timing information. For example, in [29] it is shown how timed automata can be derived. In [23] it is shown how any Petri net discovered by ProM can be enriched with timing and resource information.

The above approaches all focus on discovering process models based on historic information and do not support users at run-time. The recommendation service of ProM learns based on historic information and uses this to guide the user in selecting the next work-item [26]. This is related to the use of case-based reasoning in workflow systems [30]. Most related to our work is the prediction service presented in [11]. This service predicts the completion time of cases by using non-parametric regression [8, 11]. In [10] different techniques are compared using a case study including various heuristics and the prediction service presented in [11]. In [25] it is shown that the interaction between cases and the availability of resources are important factors when predicting the remaining time until completion. The topic of time prediction was also discussed in [20], but no concrete prediction technique was proposed. Instead the problem of having cross-trained resources (i.e., resources that are more flexible to perform also other tasks) on performance prediction was highlighted. Eder et al. [13, 14] also looked into time management in workflow systems. However, the focus of their work is more on scheduling and escalation and like in [10, 20] assuming that the workflow is known beforehand and stable. Also related is the prediction engine of Staffware [25, 28] which is using simulation to complete audit trails with expected information about future events. This particular approach is rather unreliable since it is based on one run through the system using a copy of the actual engine. Hence, no probabilities are taken into account and there is no means of “learning” to make better predictions over time. A more refined approach focusing on the transient behavior (called “short-term simulation”) is presented in [24].

The approach presented in this paper differs from existing approaches in various ways. First of all, an explicit process model (i.e., the annotated transition system) is constructed (unlike heuristics or simple regression models) and this model is used for predictions. Second, the degree of abstraction can be adjusted based on the questions at hand and the volume of historic information.
Note that the process model can become more fine-grained once more data is available. Third, the approach allows for better diagnostics (unlike for example the non-parametric regression approach [11]). Finally, the approach has a better performance compared to approaches based on simulation or regression (both in terms of quality of prediction and computation time).

3 Transition System Generation Using Abstractions

This section describes the basis for our prediction approach. We first show how to construct a transition system based on an event log. In Section 4, we annotate this transition system and use it to predict e.g. completion times.

3.1 Preliminaries

To explain the different strategies for constructing transition systems from event logs, we need the following notations.

\[ f \in A \rightarrow B \] is a function with domain \( A \) and range \( B \). \( f \in A \rightarrow B \) is a partial function, i.e., the domain of \( f \) may be a subset of \( A \).

A multi-set (also referred to as bag) is like a set where each element may occur multiple times. For example, \([a, b^2, c^3, d, d, e]\) is the multi-set with nine elements: one \( a \), two \( b \)'s, three \( c \)'s, two \( d \)'s, and one \( e \).

\[ \mathbb{B}(A) = A \rightarrow \mathbb{N} \] is the set of multi-sets (bags) over a finite domain \( A \), i.e., \( X \in \mathbb{B}(A) \) is a multi-set, where for each \( a \in A \), \( X(a) \) denotes the number of times \( a \) is included in the multi-set. For example, if \( X = [a, b^2, c^3, d] \), then \( X(b) = 2 \) and \( X(e) = 0 \). The sum of two multi-sets \( (X + Y) \), the difference \( (X - Y) \), the presence of an element in a multi-set \( (x \in X) \), and the notion of subset \( (X \subseteq Y) \) are defined in a straightforward way. For example, \([a, b^2, c^3, d] + [c^4, d, e^2, f^3] = [a, b^2, c^6, d^2, e^2, f^3]\). Moreover, we also apply these operators to sets, where we assume that a set is a multi-set in which every element occurs exactly once. The operators are also robust with respect to the domains of the multi-sets, i.e., even if \( X \) and \( Y \) are defined on different domains, \( X + Y \), \( X - Y \), and \( X \subseteq Y \) are defined properly by extending the domain where needed. \( |X| = \sum_{a \in A} X(a) \) is the cardinality of some multi-set \( X \) over \( A \). set\((X)\) transforms a bag \( X \) into a set, i.e., set\((X) = \{a \in X \mid X(a) > 0\}\).

\( \mathcal{P}(A) \) is the powerset of \( A \), i.e., \( \mathcal{P}(A) = \{X \mid X \subseteq A\} \).

For a given set \( A \), \( A^* \) is the set of all finite sequences over \( A \). A finite sequence over \( A \) of length \( n \) is a mapping \( \sigma \in \{1, \ldots, n\} \rightarrow A \). Such a sequence is represented by a string, i.e., \( \sigma = \langle a_1, a_2, \ldots, a_n \rangle \) where \( a_i = \sigma(i) \) for \( 1 \leq i \leq n \).

\[ hd^k(\sigma) = \langle a_1, a_2, \ldots, a_{\max_{1 \leq n} k} \rangle \], i.e., the sequence consisting of the first \( k \) elements (if possible). Note that \( hd^0(\sigma) \) is the empty sequence and for \( k \geq n \): \( hd^k(\sigma) = \sigma \). \( tl^k(\sigma) = \langle a_{(n-k+1)} \max_{1 \leq n} k, a_{k+2}, \ldots, a_n \rangle \), i.e., the sequence composed of the last \( k \) elements (if possible). Note that \( tl^0(\sigma) \) is the empty sequence and for \( k \geq n \): \( tl^k(\sigma) = \sigma \). \( \sigma \uparrow X \) is the projection of \( \sigma \) onto some subset \( X \subseteq A \), e.g., \( \langle a, b, c, a, b, c, d \rangle \uparrow \{a, b\} = \langle a, b, a, b \rangle \) and \( \langle d, a, a, a, a, a, d \rangle \uparrow \{d\} = \langle d, d \rangle \).
For any sequence $\sigma$ over $A$, the Parikh vector $\text{par}(\sigma)$ maps every element $a$ of $A$ onto the number of occurrences of $a$ in $\sigma$, i.e., $\text{par}(\sigma) \in \mathbb{B}(A)$ where for any $a \in A$: $\text{par}(\sigma)(a) = |\sigma \uparrow \{a\}|$. Later, we will use the Parikh vector to count the number of times an activity occurs in a log trace.

### 3.2 Event logs

The goal of process mining is to extract knowledge about a particular (business) process from event logs, i.e., process mining describes a family of a-posteriori analysis techniques exploiting the information recorded in audit trails, transaction logs, databases, etc. Typically, these approaches assume that it is possible to sequentially record events such that each event refers to an activity (i.e., a well-defined step in the process) and is related to a particular case (i.e., a process instance). Furthermore, some mining techniques use additional information such as the performer or originator of the event (i.e., the person / resource executing or initiating the activity), the timestamp of the event, or data elements recorded with the event (e.g., the size of an order). Today, many information systems record such information. To explain the kind of input needed for process mining and our prediction approach, we first define the concept of an event.

**Definition 1 (Event, Property).** Let $E$ be the event universe, i.e., the set of all possible events identifiers, and $T$ the time domain. We assume that events are characterized by various properties, e.g., an event has a timestamp, corresponds to an activity, is executed by a particular person, has associated costs, etc. We do not impose a specific set of properties, however, given the focus of this paper, we assume that one of these properties is the timestamp of the event, i.e., there is a function $\text{prop}_T \in E \rightarrow T$ assigning timestamps to events. As a shorthand, we denote $e = \text{prop}_T(e)$, i.e., the time of an event $e \in E$.

So an event $e$ is described by some unique identifier and can have several properties. In this paper, we focus on the timestamp of an event $\tau = \text{prop}_T(e)$. However, other properties such as the person executing the event ($\text{prop}_{\text{resource}}(e)$), the name of the corresponding activity ($\text{prop}_A(e)$), the cost of an event ($\text{prop}_{\text{cost}}(e)$), etc. can be used both for process discovery and prediction techniques presented in this paper.

An event log is simply a set of events. Each event in the log is linked to a particular trace and globally unique, i.e., the same event cannot occur twice in a log. Note that a trace in a log represents a particular process instance also referred to as “case” (e.g., a customer order, the treatment of a patient, or an insurance claim). Moreover, time should be non-decreasing within each trace in the log.

**Definition 2 (Trace, Event log).** A trace is a finite sequence of events $\sigma \in E^*$ such that each event appears only once and time is non-decreasing, i.e., for $1 \leq i < j \leq |\sigma|$: $\sigma(i) \neq \sigma(j)$ and $\tau(i) \leq \tau(j)$. $C$ is the set of all possible traces (including partial traces). An event log is a set of traces $L \subseteq C$ such that each event appears at most once in the entire log, i.e., for any $\sigma_1, \sigma_2 \in L$: $\text{set(\text{par}(\sigma_1))} \cap \text{set(\text{par}(\sigma_2))} = \emptyset$ or $\sigma_1 = \sigma_2$. 
Note that \( \sigma(i) \leq \sigma(j) \) means that time is non-descending (i.e., \( \text{prop}_T(\sigma(i)) \leq \text{prop}_T(\sigma(j)) \) if \( i \) occurs before \( j \)). In the expression “\( \text{set}(\text{par}(\sigma_1)) \cap \text{set}(\text{par}(\sigma_2)) \)” traces are converted into multi-sets using \( \text{par} \) which in turn are converted into sets using \( \text{set} \). This is done to ensure that events are globally unique and do not appear in multiple traces.

Table 1 shows a fragment of some event log. Only two traces are shown, both containing 4 events. Each event has a unique id and several properties. For example event 35654423 is an instance of activity \( A \) that occurred on December 30th at 11.10, was executed by John, and costed 300 euros. The second trace starts with event 35655526 and also refers to an instance of activity \( A \).

<table>
<thead>
<tr>
<th>event id</th>
<th>properties</th>
<th>timestamp</th>
<th>activity</th>
<th>resource</th>
<th>cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>35654423</td>
<td></td>
<td>30-12-2008:11.10</td>
<td>A</td>
<td>John</td>
<td>300</td>
</tr>
<tr>
<td>35654424</td>
<td></td>
<td>30-12-2008:15.21</td>
<td>B</td>
<td>John</td>
<td>400</td>
</tr>
<tr>
<td>35654425</td>
<td></td>
<td>30-12-2008:15.35</td>
<td>C</td>
<td>John</td>
<td>100</td>
</tr>
<tr>
<td>35654426</td>
<td></td>
<td>30-12-2008:15.55</td>
<td>D</td>
<td>John</td>
<td>400</td>
</tr>
<tr>
<td>35655526</td>
<td></td>
<td>29-12-2008:16.15</td>
<td>A</td>
<td>Ann</td>
<td>300</td>
</tr>
<tr>
<td>35655527</td>
<td></td>
<td>30-12-2008:16.05</td>
<td>C</td>
<td>John</td>
<td>450</td>
</tr>
<tr>
<td>35655528</td>
<td></td>
<td>30-12-2008:16.25</td>
<td>B</td>
<td>Pete</td>
<td>350</td>
</tr>
<tr>
<td>35655529</td>
<td></td>
<td>31-12-2008:10.55</td>
<td>D</td>
<td>Ann</td>
<td>300</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

### 3.3 Constructing a Transition System

One of the goals of process mining is to extract process models from logs such as the one depicted in Table 1. In this paper, we partly use the approach presented in [3]. We first define a transition system. A transition system is a triplet \((S, E, T)\) where \( S \) is the state space (i.e., possible states of the process), \( E \) is the set of event labels (i.e., transition labels), and \( T \subseteq S \times E \times S \) is the transition relation describing how the system can move from one state to another. A transition \((s_1, e, s_2) \in T\) describes that the process can move from state \( s_1 \) to \( s_2 \) by an event labeled \( e \). This is often denoted as \( s_1 \xrightarrow{e} s_2 \). A transition system has some initial state and set of final states. The set of behaviors possible according to a transition system is given by all “walks” from the initial state to some final state. Hence a trace is possible according to the transition system if it corresponds to such a “walk” in the transition system. So the goal is to come up with a transition system that given an event log, characterizes the observed behaviors well. Typically, one aims at a model that allows for most of the behavior in the
log and not “too much” additional behavior. Before discussing the delicate balance between “overfitting” and “underfitting”, we first provide the general idea of extracting a transition system from an event log.

It is natural to assume that at any point in time a process instance is in some state and that this state depends on its history. Hence, any prefix of a trace in the log should be mapped onto some state. The state representation function takes care of this.

**Definition 3 (State representation).** A state representation function \( l_{\text{state}} \) is a function that, given a (partial) trace \( \sigma \) produces some representation. Formally, \( l_{\text{state}} \in \mathcal{C} \rightarrow \mathcal{R} \) where \( \mathcal{C} \) is the set of possible traces and \( \mathcal{R} \) is the set of possible (state) representations (e.g., sequences, sets, or bags over one or more event properties).

Assume that \( \sigma \) is the partial trace consisting of the first two events in Table 1. One possibility is that function \( l_{\text{state}} \) maps \( \sigma \) on the last activity, i.e., the activity name property of the last event in \( \sigma \). So \( l_{\text{state}}(\sigma) = B \). Another possibility is that function \( l_{\text{state}} \) maps \( \sigma \) onto the set of resources that have worked on the process instance, i.e., \( l_{\text{state}}(\sigma) = \{John\} \). Note that these two examples use abstractions, e.g., only the last activity is relevant or only the people that have worked on the case are relevant. It is also possible to have no abstractions, i.e., \( l_{\text{state}}(\sigma) = \sigma \). However, as we will see later, it is impossible to make predictions without some form of abstraction.

Just like we need to label the states in the transition system, we also need to label events. Note that any event \( e \) in the log extends a partial trace \( \sigma_1 \) into a longer trace \( \sigma_2 = \sigma_1; \langle e \rangle \), i.e., \( \sigma_1 \) concatenated with the sequence just containing event \( e \). In the transition system there should be a transition connecting state \( l_{\text{state}}(\sigma_1) \) to state \( l_{\text{state}}(\sigma_2) \). This transition has an event label \( l_{\text{event}}(e) \), based on some event representation function \( l_{\text{event}} \).

**Definition 4 (Event representation).** An event representation function \( l_{\text{event}} \) is a function that, given an event \( e \) produces some representation. Formally, \( l_{\text{event}} \in \mathcal{E} \rightarrow \mathcal{R} \) where \( \mathcal{E} \) is the set of possible events and \( \mathcal{R} \) is the set of possible (event) representations (e.g., the corresponding activity name).

Based on particular \( l_{\text{state}} \) and \( l_{\text{event}} \) functions, we can define the transition system. The approach is very simple. The states in the transition system correspond to prefixes in the log mapped to the desired representation using a particular state representation function \( l_{\text{state}} \). Moreover, the transition relation is computed by “replaying” the traces on the transition system while using the event representation function \( l_{\text{event}} \).

**Definition 5 (Transition system).** Let \( L \subseteq \mathcal{C} \) be an event log. Given a state representation function \( l_{\text{state}} \) and an event representation function \( l_{\text{event}} \), we define a labeled transition system \( TS = (S, E, T) \) where \( S = \{ l_{\text{state}}(\text{hd}^k(\sigma)) \mid \sigma \in L \land 0 \leq k \leq |\sigma| \} \) is the state space\(^1\), \( E = \{ l_{\text{event}}(\sigma(k)) \mid \sigma \in L \land \)

\(^1\) Recall that \( \text{hd}^k(\sigma) \) is a prefix of \( \sigma \), i.e., the sequence consisting of the first \( k \) elements of \( \sigma \) (cf. Section 3.2).
The set of states of the transition system is determined by the range of function \(l_{\text{state}}\) when applied to the log data. The transitions in the transition system have a label based on function \(l_{\text{event}}\). The naive algorithm for constructing a transition system is straightforward: for every trace \(\sigma\), iterating over \(k\) (i.e. \(0 \leq k \leq |\sigma|\)), we create a new state \(l_{\text{state}}(\text{hd}^k(\sigma))\) if it does not exist yet. Then the traces are scanned for transitions \(l_{\text{state}}(\text{hd}^k(\sigma)) \xrightarrow{l_{\text{event}}(\sigma(k+1))} l_{\text{state}}(\text{hd}^{k+1}(\sigma))\) and these are added if they do not exist already. So given concrete functions \(l_{\text{state}}\) and \(l_{\text{event}}\), it is possible to automatically build a transition system.

**Fig. 2.** Illustrating the approach using an example trace with a known past and an unknown future.

Figure 2 shows an example of a trace represented as a sequence of activity names \(\langle A, B, C, D, C, D, C, D, E, F, A, G, H, H, H, I \rangle\). After the prefix \(\langle A, B, C, D, C, D, C, D, E \rangle\) is executed it is in principle unknown that the “future” is \(\langle F, A, G, H, H, H, I \rangle\) and that the process instance ends at a particular time. However, based on the event log consisting of full traces executed in the past, one can construct a transition system as sketched in Figure 2. Moreover, based on the prefix \(\langle A, B, C, D, C, D, C, D, E \rangle\) and \(l_{\text{state}}\), one can determine the current state in the transition system. Based on this a prediction is made as will be elaborated later.
3.4 Abstraction

Based on a log $L$ and the $l_{state}$ and $l_{event}$ functions, a transition system is defined. The key element is to select the right $l_{state}$ and $l_{event}$ functions. In the extreme case, $l_{state}(\sigma) = \sigma$ and $l_{event}(e) = e$ for any prefix $\sigma$ and event $e$. In this case, there are no abstractions and all states (except the initial state) are visited only once when replaying the event log. Hence, every new process instance will be unique and one cannot learn form earlier instances. Clearly, this is undesirable and some degree of abstraction is needed. Therefore, we consider an example where some form of abstraction is used. Assume we have an event log and we are only interested in activity names. Suppose that $prop_A \in E \rightarrow A$ is a function mapping events onto the corresponding activity names. Figure 3 refers to such a log without showing the complete log, i.e., just a few traces are shown. Also note that per event only the activity name is shown and other properties and the event’s id are not shown. The first line in the log shown in Figure 3 could refer to the first event in Table 1. Since we are only interested in activity names, it makes sense to choose the event representation function such that $l_{event}(e) = prop_A(e)$. Now assume that we let states only depend on the occurrences of earlier activities, i.e., the order is not important. Moreover, we do not distinguish between the single execution of an activity and multiple executions of this activity. This corresponds to the state representation function $l_{state}^1(\sigma) = \{prop_A(e) \mid e \in \sigma\}$ (for $\sigma \in L$ or some prefix). Alternatively, one could argue that the order is important and choose the state representation function $l_{state}^2(\sigma) = \langle prop_A(\sigma(1)), prop_A(\sigma(2)), \ldots, prop_A(\sigma(|\sigma|)) \rangle$ (for $\sigma \in L$). Figure 3 shows the result of applying these two state representation functions. Note that the transition system in Figure 3(b) is more precise than Figure 3(a), i.e., a weaker abstraction is used. For example, $l_{state}^2$ distinguishes between activity sequences $\langle A, B, C \rangle$ and $\langle A, C, B \rangle$ while $l_{state}^1$ does not.

Note that both transition systems provided in Figure 3 can replay the log, i.e., any trace corresponds to a walk in the transition system starting in a initial state and ending in a final state. This shows that the transition system indeed reflects the behavior seen in the log. In Figure 3, initial and final states are denoted using “small dangling arcs” going into respectively out of the respective nodes.

When building a transition system, we aim at a balance between “overfitting” and “underfitting”. Therefore, we elaborate on these two notions. Let $L$ be a log and $TS$ be a transition system.

- $TS$ is overfitting $L$ if $TS$ does not generalize and is sensitive to particularities in $L$. In an extreme case, $TS$ could merely be a representation of the log without any inference. A mining algorithm is producing overfitting models if the removal or addition of a small percentage of the process instances in $L$ would lead to a remarkably different model. In a complex process with many possible paths, most process instances will follow a path not taken by other instances in the same period. Therefore, it is undesirable to construct a model that allows only for the paths that happened to be present in the log as this is only a fraction of all possible paths. If one knows that only
Fig. 3. Two example transition systems extracted from the same log using (a) $\text{setState}(\sigma) = \{\text{prop}_A(e) \mid e \in \sigma\}$ and (b) $\text{setState}(\sigma) = \langle \text{prop}_A(\sigma(1)), \text{prop}_A(\sigma(2)), \ldots, \text{prop}_A(\sigma(|\sigma|)) \rangle$ as state representation functions.

a fraction of the possible event sequences are in the log, the only way to avoid overfitting is to generalize and have a model $TS$ that allows for more behavior than recorded in $L$.

- $TS$ is underfitting $L$ if $TS$ allows for “too much behavior” that is not supported by $L$. This is also referred to as “overgeneralization”. It is very easy to construct a model that allows for the behavior seen in the log but also completely different behavior. For example, assume a log $L$ consisting of 1000 cases. For each case $A$ is followed by $B$ and there are no cases where $B$ is followed by $A$. Obviously, one could derive a causal dependency between $A$ and $B$. However, one could also create a model $TS$ where $A$ and $B$ are in parallel (i.e., all interleavings are included). The latter would not be “wrong” in the sense that the behavior seen in the log is possible according to the model. However, it is very unlikely and therefore one could argue that this $TS$ is underfitting $L$.

Note that the notions of overfitting and underfitting are orthogonal to “non-fitting”. A model is non-fitting if the observed traces are not possible according to the model. An overfitting log that merely encodes all observed traces is still fitting in the sense that the log could have been produced by the model. An underfitting log that allows for any trace over a given alphabet is also still fitting because it does not exclude the observed behavior. There are various ways of quantifying these notions [21]. This is, however, outside the scope of this paper.
3.5 Examples

To conclude this section, we give some examples of possible abstractions and illustrate the importance of such abstractions using a real-life example.

Let us first consider abstractions with respect to event names. As indicated earlier, the event representation function \( l_{\text{event}}(e) = e \) does not provide any abstraction and will result in arcs in the transition system that are taken only once when relaying a log. A typical abstraction is \( l_{\text{event}}(e) = \text{prop}_A(e) \), i.e., mapping the event onto the name of the activity. This was used in Figure 3. Of course other properties or combinations of properties can be used, e.g., \( l_{\text{event}}(e) = \text{prop}_{\text{cost}}(e) \) or \( l_{\text{event}}(e) = (\text{prop}_A(e), \text{prop}_{\text{resource}}(e)) \). Note that it is also possible to use a rather rigorous abstraction such as \( l_{\text{event}}(e) = \text{null} \). Now all events are labeled \text{null} and it becomes impossible to distinguish activities, etc.

Abstractions with respect to states are more involved because they are not based on a single event but on a sequence of events. Below, we informally discuss some of the abstraction mechanisms for states.

**Abstraction 1: Maximal horizon** The basis of the state calculation can be the complete prefix of some partial prefix. In the latter case, only a subset of the trace is considered. For example, instead of taking the complete prefix \( \langle A, B, C, D, C, D, C, D, E \rangle \) shown in Figure 2, only the last four \((h = 4)\) events could be considered: \( \langle D, C, D, E \rangle \). In a partial prefix, only the \( h \) most recent events are considered as input for the state calculation. Taking a complete prefix corresponds to \( h = \infty \).

**Abstraction 2: Filter** The second abstraction is to filter the (partial) prefix, i.e., certain events are simply not considered when calculating the current state. For example filtering could be used to project the horizon onto a set of activities \( X \), i.e., only events that correspond to some activity in \( X \) are considered in \( \text{l}_{\text{state}} \). For example, if \( X = \{ C, D \} \), then the prefix \( \langle A, B, C, D, C, D, C, D, E \rangle \) shown in Figure 2 is reduced to \( \langle C, D, C, D, C, D \rangle \). Note that the filtering is applied to the sequence resulting from the horizon. The occurrence of some activity \( a \in X \) is considered relevant for the state of a case. If \( a \notin X \), then the occurrence of \( a \) is still relevant for the process (i.e., it may appear on the arcs in the transition system) but is assumed to be irrelevant for determining the state. If \( a \) is not relevant at all, it should be filtered out before and should not appear in \( L \).

Note that the above two abstractions can be swapped. However, the order influences the result.

**Abstraction 3: Sequence, bag, or set** The first two abstractions yield a sequence. The third abstraction mechanism optionally removes the order or frequency from the resulting trace. For the current state it may be less interesting to know when some activity \( a \) occurred and how many times \( a \) occurred, i.e., only the fact that it occurs within the scope determined by the first three abstractions is relevant. In other cases, it may be relevant to know how many times
a occurred or it may be essential to know whether a occurred before b or not. This suggests that there are three ways of representing knowledge about the past:

- **sequence**, i.e., the order of activities is recorded in the state,
- **multi-set of activities**, i.e., the number of times each activity is executed ignoring their order, and
- **set of activities**, i.e., the mere presence of activities.

Consider again the prefix \( \langle A, B, C, D, C, D, E \rangle \). The above three possibilities result in \( \langle A, B, C, D, C, D, E \rangle \) (sequence), \([A, B, C^3, D^3, E]\) (multi-set), or \{A, B, D, E\} (set).

The notations introduced in Section 3.1 can be used to formalize the abstractions mentioned above. For example, let \( \alpha(\sigma) = (prop_A(\sigma(1)), prop_A(\sigma(2)), \ldots, prop_A(\sigma(|\sigma|))) \) be a prefix based on activity names. Then state representation \( l_{state}^1(\sigma) = set(par(\alpha(\sigma))) \) uses the set abstraction without filtering and an infinite horizon. \( l_{state}^2(\sigma) = \alpha(\sigma) \) uses the sequence abstraction without filtering and an infinite horizon. \( l_{state}^3(\sigma) = par(tl^4(\alpha(\sigma))) \) uses the multi-set abstraction without filtering and finite horizon \( (h = 4) \). \( l_{state}^4(\sigma) = par(\alpha(\sigma) \uparrow \{a, b, c\}) \) uses the multi-set abstraction after filtering. \( l_{state}^5(\sigma) = set(par(tl^{10}(\alpha(\sigma)) \uparrow \{a, b, c\})) \) uses various abstractions, i.e., the state based on a prefix is determined by which of the activities \( a, b, \) and/or \( c \) occurred in the last 10 events.

So far, we only used rather academic examples to illustrate issues related to abstraction and the need to balance between overfitting and underfitting. However, it is important to realize that these issues are of the utmost importance when applying process mining in a real-life setting. We have been applying process mining in a wide variety of organizations and were often confronted with spaghetti-like models when applying classical process mining approaches. These models were typically the result of overfitting, i.e., the models were a correct reflection of reality, but not very useful.

To illustrate this we show some results based on an event log of a municipality of about 40,000 citizens in the south of The Netherlands. The event log is based on the process “Bezwaar WOZ”. Later we will use the same log in one of the case studies used to evaluate our prediction approach.

The “Bezwaar WOZ” process handles objections (i.e., appeals) against the real-estate property valuation or the real-estate property tax. We used an event log with data on 1982 objections handled by the municipality. The log contains 12726 events. Because the actual activity names are not relevant for our discussion here (and because of reasons of confidentiality), we anonymized the process and replaced names by letters. (The resulting models are not intended to be readable anyway.)

Figure 4 shows two transition systems generated using our approach. The larger model was obtained by applying assuming that the state of a case is determined by the set of activities that have taken place, i.e., \( l_{state}(\sigma) = set(par(\alpha(\sigma))) \). Figure 4(a) shows the whole model and the selected part in a bit more detail. This model is able to reproduce the event log, i.e., all observed traces can be reproduced and the model does not allow for any traces not present in the original event log.
event log. So the model is definitely “correct” but not very useful as it does not give much insight into the Municipality’s appeal process. The second (smaller) transition system (cf. Figure 4(b)) was obtained based the same log but now using a more rigorous abstraction. It uses the abstraction that the state of a case is determined by only the last activity that has taken place (if any), i.e., \( l^{state}(\sigma) = tl^l(\alpha(\sigma)) \). This simpler model is also able to reproduce the event log, i.e., all observed traces can be generated by the net. However, the model also allows for many traces not present in the original log. Note that the two transition systems in Figure 4 are not supposed to be readable and are only shown to illustrate the effect of abstraction.

It should be noted that both models in Figure 4 provide information on identical sets of activities, i.e., the scope is not changed. Both models are able to reproduce the initial log and no noise or infrequent behavior have been removed for the smaller model. Therefore, Figure 4 nicely illustrates the relevance of abstraction. By using an appropriate state representation function \( l^{state} \) and an appropriate event representation function \( l^{event} \), one can balance between underfitting and overfitting.

---

**Fig. 4.** Two models discovered using an event log of a Dutch municipality. Although both models are based on the same log and provide information on the same set of activities, they are very different. The larger model is clearly overfitting, difficult to interpret, and, therefore, not very useful. The smaller model is obtained after applying a more rigorous abstraction (setting the horizon \( h = 1 \)). This more simple model provides better insights.
4 Time Prediction

In the previous section, we showed how a transition system can be generated on the basis of an event log. In this section, we show how this transition system can be annotated and used for prediction purposes. In Figure 2, we already showed an overview of the overall approach. Based on the event log, an annotated transition system is generated. Whenever we want to predict the completion time of some process instance, we take its partial trace (i.e., the sequence of events executed thus far) and use the state representation function \( l_{state} \) to map the partial trace onto a state in the transition system. Here we can learn from the information collected for earlier process instances that visited the same state.

Using this information, a prediction is made, e.g., based on the average time to completion for earlier process instances in a similar state.

In this section, we first show how to construct the annotated transition system. Then, we show how it can be used for predictions.

4.1 Constructing an Annotated Transition System

The goal is to attach predictive information to the states of the transition system, e.g., “In this state the average time until completion is 6.5 days”. In order to do so, we annotate the states with measurements. For example, we scan the history and for each situation were an instance was in a state \( s \), we annotate the state with the remaining time until completion. This way states are annotated with multi-sets of measurements that are used as a basis for predictions.

Table 2. An example log. Each line corresponds to a trace represented as a sequence of activities with timestamps.

<table>
<thead>
<tr>
<th></th>
<th>Activity Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( A^{10}, B^{06}, C^{12}, D^{18} )</td>
</tr>
<tr>
<td>2</td>
<td>( A^{10}, C^{14}, B^{26}, D^{36} )</td>
</tr>
<tr>
<td>3</td>
<td>( A^{12}, E^{22}, D^{56} )</td>
</tr>
<tr>
<td>4</td>
<td>( A^{15}, B^{19}, C^{22}, D^{28} )</td>
</tr>
<tr>
<td>5</td>
<td>( A^{18}, B^{22}, C^{26}, D^{32} )</td>
</tr>
<tr>
<td>6</td>
<td>( A^{19}, E^{28}, D^{59} )</td>
</tr>
<tr>
<td>7</td>
<td>( A^{20}, C^{25}, B^{36}, D^{44} )</td>
</tr>
</tbody>
</table>

As a running example, we use the event log shown in Table 2. Each line corresponds to a process instance, e.g., the first trace \( \langle A^{10}, B^{06}, C^{12}, D^{18} \rangle \) refers to a process instance where activity \( A \) was executed at time 0, activity \( B \) was executed at time 6, activity \( C \) was executed at time 12, and activity \( D \) was executed at time 18\(^2\). For simplicity, execution durations are not considered in

\(^2\) Note that we use a more compact representation here, e.g., we assume that the only two relevant properties are (a) the activity name and (b) the timestamp, and we do not attach unique id’s to events. As discussed in Section 3.2, events can have many more properties and are uniquely identifiable.
this example and we assume that each instance starts with the execution of its first event.

Suppose we use a state representation function $l_{\text{state}}$ that represents partial traces by the set of activities that have been executed. Now consider all prefixes of the first trace $\langle A^{00}, B^{06}, C^{12}, D^{18} \rangle$. The empty prefix $\langle \rangle$ maps onto state $\emptyset$ and has a remaining time of 18 time units. Therefore, we add 18 to the annotation of state $\emptyset$. The prefix $\langle A^{00} \rangle$ maps onto state $\{A\}$ and also has a remaining time of 18. Therefore, we add 18 to the annotation of state $\{A\}$. The prefix $\langle A^{00}, B^{06} \rangle$ maps onto state $\{A, B\}$ and has a remaining time of $18 - 6 = 12$ time units. Therefore, we add 12 to the annotation of state $\{A, B\}$. The prefix $\langle A^{00}, B^{06}, C^{12} \rangle$ results in the addition of annotation “6” to state $\{A, B, C\}$ and finally prefix $\langle A^{00}, B^{06}, C^{12}, D^{18} \rangle$ results in the addition of annotation “0” to state $\{A, B, C, D\}$. This process is repeated for all other traces. Consider for example the third trace $\langle A^{12}, E^{22}, D^{56} \rangle$. The empty prefix $\langle \rangle$ maps onto state $\emptyset$ and has a remaining time of $56 - 12 = 44$ time units. Therefore, we add 44 to the annotation of state $\emptyset$. The prefix $\langle A^{12} \rangle$ maps onto state $\{A\}$ and also has a remaining time of 44. Therefore, we add 44 to the annotation of state $\{A\}$. The prefix $\langle A^{12}, E^{22} \rangle$ maps onto state $\{A, E\}$ and has a remaining time of $56 - 22 = 34$ time units. Therefore, we add 34 to the annotation of state $\{A, E\}$. Etc. After we have followed this procedure for the whole log in Table 2, then state $\emptyset$ is annotated with a bag containing seven elements: $[18, 26, 44, 13, 14, 40, 24]$. State $\{A, E\}$ is annotated with a bag containing two elements: $[34, 31]$. State $\{A, B, C\}$ is annotated with a bag containing five elements: $[6, 10, 6, 6, 8]$. State $\{A, B, C, D\}$ is also annotated with a bag containing five elements: $[0, 0, 0, 0, 0]$.

The following definition formalizes the way of annotating states described before. Each full trace is split into a prefix $\sigma_1$ (“the part that already took place”) and the postfix $\sigma_2$ (“the part that still needs to happen”). Based on this a measurement $l_{\text{measure}}(\sigma_1, \sigma_2)$ is generated that can be attached to the corresponding state. Note that it is crucial that we have full historic information, i.e., although we only consider $\sigma_1$ to determine the corresponding state $l_{\text{state}}(\sigma_1)$, we can use both the “past” $\sigma_1$ and “future” $\sigma_2$ to generate a measurement.

**Definition 6 (Measurement).** A measurement function $l_{\text{measure}}$ is a function that, given a prefix trace $\sigma_1$ and a postfix trace $\sigma_2$ produces some measurement $l_{\text{measure}}(\sigma_1, \sigma_2)$, e.g., the remaining time until completion. Formally, $l_{\text{measure}} \in (\mathcal{C} \times \mathcal{C}) \rightarrow M$ where $\mathcal{C}$ is the set of possible traces and $M$ is the set of possible measurement values (e.g., some time duration).

In principle, different measurement functions can be used. Thus far, we focused on the remaining time until completion. If this is the thing we want to predict, the following measurement function should be used:

---

3 This is the best guess we can make as the first event is at time 0 and the last one is at time 18.
\[
\mathit{\text{remaining}}(\sigma_1, \sigma_2) = \begin{cases} 
0 & \text{if } \sigma_2 = \langle \rangle \\
\max_T(\sigma_2) - \min_T(\sigma_1) & \text{if } \sigma_1 = \langle \rangle \text{ and } \sigma_2 \neq \langle \rangle \\
\max_T(\sigma_2) - \max_T(\sigma_1) & \text{if } \sigma_1 \neq \langle \rangle \text{ and } \sigma_2 \neq \langle \rangle 
\end{cases}
\]

where \( \max_T(\sigma) = \max\{\tau \mid e \in \sigma\} \) and \( \min_T(\sigma) = \min\{\tau \mid e \in \sigma\} \).

To illustrate \( \mathit{\text{remaining}} \), consider the first trace in Table 2 after executing the first two activities. The full trace \( \langle A^{00}, B^{06}, C^{12}, D^{18} \rangle \) is split into \( \sigma_1 = \langle A^{00}, B^{06} \rangle \) and \( \sigma_2 = \langle C^{12}, D^{18} \rangle \). For this particular situation,

\[
\mathit{\text{remaining}}(\sigma_1, \sigma_2) = \max_T(\langle C^{12}, D^{18} \rangle) - \max_T(\langle A^{00}, B^{06} \rangle) = 18 - 6 = 12.
\]

As mentioned before, different measurement functions can be used. For example, the function that considers the time that has already elapsed:

\[
\mathit{\text{elapsed}}(\sigma_1, \sigma_2) = \begin{cases} 
0 & \text{if } \sigma_1 = \langle \rangle \\
\max_T(\sigma_1) - \min_T(\sigma_1) & \text{if } \sigma_1 \neq \langle \rangle
\end{cases}
\]

Note that this function has no predictive value. It is merely added to show another example. The total time can be measured as follows:

\[
\mathit{\text{total}}(\sigma_1, \sigma_2) = \begin{cases} 
0 & \text{if } \sigma_1; \sigma_2 = \langle \rangle \\
\max_T(\sigma_1; \sigma_2) - \min_T(\sigma_1; \sigma_2) & \text{if } \sigma_1; \sigma_2 \neq \langle \rangle
\end{cases}
\]

It is easy to see that \( \mathit{\text{total}}(\sigma_1, \sigma_2) = \mathit{\text{elapsed}}(\sigma_1, \sigma_2) + \mathit{\text{remaining}}(\sigma_1, \sigma_2) \). One can also measure the time spent in a particular state:

\[
\mathit{\text{sojourn}}(\sigma_1, \sigma_2) = \begin{cases} 
0 & \text{if } \sigma_1 = \langle \rangle \text{ or } \sigma_2 = \langle \rangle \\
\min_T(\sigma_2) - \max_T(\sigma_1) & \text{if } \sigma_1 \neq \langle \rangle \text{ and } \sigma_2 \neq \langle \rangle
\end{cases}
\]

Note that \( \mathit{\text{sojourn}}(\sigma_1, \sigma_2) \) is included in \( \mathit{\text{total}}(\sigma_1, \sigma_2) \).

The functions listed above are all related to the duration of a process instance. It is also possible to provide completely other measurement functions using the principle of knowing both the past \( \sigma_1 \) and the future \( \sigma_2 \) of earlier instances.

- One can define a function that determines whether some activity \( x \) will take place in the future. Such as measurement function can be used to predict the probability of certain desirable or undesirable effects.
- One can define a function that measures the time until a particular activity \( x \) is executed. This is useful if the process has so-called milestones and one is interested in the moment the milestone will be reached.
- One can have functions associated to costs, e.g., “What will the total cost of a case be?”.
- One can have functions related to service level agreements, e.g., “Will the case be finished in four weeks?”.
- One can have functions related to resources, e.g., “Will a particular resource be used for this case?”.
- Etc.
The above examples show that our approach allows for all kinds of measurements and that there are many interesting application scenarios. However, in the remainder we focus on \( \text{measure}_{\text{remaining}} \), i.e., the time until completion.

Using a log, a transition system, and a measurement function \( \text{measure} \), we can annotate the transition system as described before.

**Definition 7 (Annotated transition system).** Let \( L \subseteq C \) be an event log and \( TS = (S, E, T) \) a transition system obtained based on a state representation function \( l_{\text{state}} \) and an event representation function \( l_{\text{event}} \). For a particular measurement function \( \text{measure} \in (C \times C) \rightarrow M \), we construct an annotation \( A \in S \rightarrow \mathcal{B}(M) \) where for any \( s \in S^4 \),

\[
A(s) = \sum_{\sigma \in L} \sum_{0 \leq k \leq |\sigma|} \left[ \text{measure}(hd^k(\sigma), tl|\sigma|-k(\sigma)) \right] \\
\]

\((S, E, T, A)\) is an annotated transition system parameterized by \( L, l_{\text{state}}, l_{\text{event}}, \) and \( \text{measure} \).

Function \( A \) attaches a bag of measurements to each state, i.e., \( A(s) \) is a multi-set. Note that the two \( \sum \) operators range over all prefixes that correspond to a particular state \( s \). Then for each prefix that maps onto \( s \), a measurement \( \text{measure}(hd^k(\sigma), tl|\sigma|-k(\sigma)) \) is added to corresponding multi-set.

**Fig. 5.** The annotated transition system based on the log shown in Table 2 using \( \text{measure}_{\text{remaining}} \).

Figure 5 shows an annotated transition system. It is based on the log shown in Table 2. Some example annotations are: \( A(\emptyset) = [18, 26, 44, 13, 14, 40, 24] \),

\[
\text{Note that } \left[ \text{measure}(hd^k(\sigma), tl|\sigma|-k(\sigma)) \right] \text{ denotes a multi-set containing precisely one element (a particular measurement). Using the two } \sum \text{ operators multi-sets are joined into larger multi-sets to collect all relevant measurements for a particular state } s.\]
\[ A \{ A, E \} = [34, 31], \quad A \{ A, B, C \} = [6, 10, 6, 6, 8], \quad \text{and} \quad A \{ A, B, C, D \} = [0, 0, 0, 0, 0]. \] Note that the annotated transition system is completely determined by choosing \( L, \text{\textsl{state}}, \text{\textsl{event}}, \) and \( \text{\textsl{measure}}. \) The annotated transition system Figure 5, is completely parameterized by (a) the log shown in Table 2, (b) \( \text{\textsl{state}}(\sigma) = \text{set}(\text{\textsl{par}}(\alpha(\sigma))), \) (c) \( \text{\textsl{event}}(e) = \text{\textsl{prop}}_A(e), \) and (d) \( \text{\textsl{measure}}(\sigma_1, \sigma_2) = \text{\textsl{measure}}_{\text{remaining}}(\sigma_1, \sigma_2). \)

4.2 Predictions

Next we show how an annotated transition system (like the one in Figure 5) can be used for making predictions. Consider a new case \( N \) that did not yet finish. The partial trace observed so far is \( \sigma_N = \langle A^{95}, E^{95} \rangle \) (using the shorthand notation also used in Table 2), i.e., activity \( A \) occurred at time 85 and \( E \) occurred at time 95, \( \text{\textsl{state}}(\sigma_N) = \{ A, E \}. \) For this state we have two earlier measurements: 31 and 34 (\( A(\text{\textsl{state}}(\sigma_N)) = [34, 31] \)). Hence, the best prediction for the remaining time until completions seems to be the average of 31 and 34, i.e., 32.5. Therefore, it can be predicted that the completion time will be 95 + 32.5 = 127.5. This example shows that we need a prediction function that converts a multi-set of measurements into a single value.

**Definition 8 (Prediction function).** A prediction function is a function that, given a bag a measurements produces some prediction, e.g., the average. Formally, \( \text{\textsl{predict}} \in B(M) \rightarrow M \), i.e., for some bag of measurements \( b, \text{\textsl{predict}}(b) \) returns some prediction.

An obvious choice for \( \text{\textsl{predict}} \) is simply taking the average. However, before defining prediction functions we stress that the bag \( b = A(s) \) for a particular state \( s \) should be seen as a sample. In statistics, a sample is a (hopefully) representative subset of an unknown population. Let us assume that \( b = [b_1, b_2, \ldots, b_n] \), i.e., the \( n \) measurements linked to state \( s \) are taken as a sample. The sample mean is defined as follows: \( \bar{b} = \frac{\sum_{i=1}^{n} b_i}{n} \). The sample mean is a good estimator of the population mean, i.e., \( \bar{b} \) is the best guess for real expected value. Based on this we define \( \text{\textsl{predict}}_{\text{average}}(b) = \bar{b} \) as a prediction function.

If the sample \( b = [b_1, b_2, \ldots, b_n] \) is taken as a population, the sample variance is \( s_n^2 = \frac{\sum_{i=1}^{n} (b_i - \bar{b})^2}{n} \). If \( s_n^2 \) is small, then the values in the sample are closer together. If \( s_n^2 \) is large, then the values in the sample are further apart. \( s^2 = \frac{\sum_{i=1}^{n} (b_i - \bar{b})^2}{n-1} \) is an unbiased estimator of the population variance, i.e., it is the best guess for the real variance knowing that we have only seen a subset of the whole population. Note that \( s_n^2 \) and \( s^2 \) converge for larger values of \( n \).

The square root of the variance, called the standard deviation, has the same unit as the original variable and, for this reason, is easier to interpret. Therefore, \( \text{\textsl{predict}}_{\text{stddev}}(b) = \sqrt{s^2} \) is another example of a prediction function.

Other prediction functions can be used for the measurements, for example \( \text{\textsl{predict}}_{\text{min}}(b) = \min\{b_1, b_2, \ldots, b_n\} \) or \( \text{\textsl{predict}}_{\text{max}}(b) = \max\{b_1, b_2, \ldots, b_n\}. \)
Note that these are not really estimators for the whole population, but only for the sample. Nevertheless, these functions provide interesting information, especially if many measurements are linked to the states. Based on a particular prediction function \textit{predict}, we can define the notion of a \textit{prediction}.

**Definition 9 (Prediction).** Let \( L \subseteq \mathcal{C} \) be an event log and \((S,E,T,A)\) an annotated transition system parameterized by \( L \), \( l^{\text{state}} \), \( l^{\text{event}} \), and \( l^{\text{measure}} \). Moreover, let \( \text{predict} \in \mathbb{R}(M) \rightarrow M \) be a prediction function. For any partial trace \( \sigma_N \), the predicted value is \( \text{predict}(l^{\text{state}}(\sigma_N)) \) if \( l^{\text{state}}(\sigma_N) \in S \).

As the above definition shows, a prediction for a running instance is made by looking up the state corresponding to the partial trace \( \sigma_N \). For this state there have been a number of measurements and using an appropriate prediction function a prediction is made. Note that it is only possible to make a meaningful prediction if the calculated state is in the annotated transition system (i.e. \( l^{\text{state}}(\sigma_N) \in S \)) and there are a reasonable number of measurements for this state.

![Fig. 6. The annotated transition system showing per state: the average, standard deviation, minimum, and maximum remaining time until completion.](image-url)

Figure 6 shows per state predictions based on \( \text{predict}_{\text{average}}, \text{predict}_{\text{min}}, \text{predict}_{\text{max}}, \text{predict}_{\text{stdev}} \). For example, process instances that have completed activities \( A, B, \) and \( C \) (but not yet \( D \)) have an expected remaining processing time of 7.2. At the start, when no information is available yet, the predicted remaining processing is 25.75.
5 Implementation

The work presented in this paper is supported by various plug-ins of our process mining tool **ProM** [1, 2, 21]. The first version of ProM was released in 2004. The initial goal of ProM was to unify process mining efforts at Eindhoven University of Technology and other cooperating groups [4]. Traditionally, most analysis tools focusing on processes are restricted to *model-based analysis*, i.e., a model is used as the starting point of analysis. Such analysis is only useful if the model reflects reality. Process mining techniques use *event logs* as input, i.e., information recorded by systems ranging from information systems to embedded systems. Hence the starting point is not (only) some model, but the “observed reality”. Since predictions are also based on observations, like other process mining techniques, ProM is a good basis to implement the ideas presented in this paper.

ProM is open source and uses a plug-able architecture, e.g., people can add new process mining techniques by adding plug-ins without spending any efforts on the loading and filtering of event logs and the visualization of the resulting models. One of the first plug-ins was the plug-in implementing the α-algorithm [5], i.e., a technique to automatically derive Petri nets from event logs. Currently, ProM provides 274 plug-ins. To facilitate a basic understanding of the scope and architecture of ProM, we briefly describe the six types of plug-ins supported by ProM:

- **Mining plug-ins** implement some mining algorithm, e.g., the α-miner to discover a Petri net, the FSM miner to discover a transition system, or the social network miner to discover a social network.
- **Export plug-ins** implement some “save as” functionality for specific objects in ProM. For example, there are plug-ins to save Petri nets, EPCs, social networks, YAWL models, spreadsheets, etc. often also in different formats (PNML, CPN Tools, EPML, AML, etc.).
- **Import plug-ins** implement an “open” functionality for specific objects, e.g., load instance-EPCs from ARIS PPM or BPEL models from WebSphere.
- **Analysis plug-ins** which typically implement some property analysis on some mining result. For example, for Petri nets there is a plug-in which constructs place invariants, transition invariants, and a coverability graph. However, there are also analysis plug-ins to compare a log and a model (i.e., conformance checking) or a log and an LTL formula. Moreover, there are analysis plug-ins related to performance measurement (e.g., projecting waiting times onto a Petri net).
- **Conversion plug-ins** implement conversions between different data formats, e.g., from EPCs to Petri nets or from Petri nets to BPEL.
- **Log filter plug-ins** implement different ways of “massaging” the log before applying process mining techniques. For example, there are plug-ins to select
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This paper uses the ProM Nightly Build of 9-1-2009. ProM can be downloaded from www.processmining.org.
different parts of the log, to abstract from infrequent behavior, clean the log by removing incomplete cases, etc.

In this paper we do not elaborate on the architecture and implementation framework for plug-ins (for this we refer to earlier papers [1, 2, 21]). Instead we focus on the new prediction functionality.

First of all, ProM provides the so-called FSM Miner plug-in [3] to extract a transition system from an event log. The FSM Miner is an example of mining plug-in in the classification given above. The basic functionality of this plug-in is to create a transition system based on an event log, i.e., it implements Definition 5 and supports the abstractions presented in Section 3.5. In fact, even more abstractions and perspectives are supported, e.g., also data elements, resources, transactional information, etc. can be used to build a transition system. As shown in [3], the FSM Miner can be used for various purposes. For example, using the Theory of Regions, the transition system can be converted into a Petri net or some other higher-level representation. However, the FSM Miner does not provide any functionality directly related to prediction.

For this paper, we implemented another plug-in called the FSM Analyzer which takes a transition system and an event log as input. The output of the FSM Analyzer is a transition system extended with information useful for predictions. For example, the FSM Analyzer can produce results such as shown Figure 6. The FSM Analyzer is an example of an analysis plug-in in the classification given earlier. Figure 7 shows a screenshot of the FSM Analyzer.

![Fig. 7. Screenshot of the FSM Analyzer showing some results for the log described in Table 2.](image)


The FSM Analyzer visualizes the transition system and by default shows information about elapsed times (i.e., the average time to reach a particular state based on \( l^{\text{measure}}_{\text{elapsed}} \)), sojourn times (i.e., the average time spent in a particular state based on \( l^{\text{measure}}_{\text{sojourn}} \)), and remaining times (i.e., the average time to reach the end from this state \( l^{\text{measure}}_{\text{remaining}} \)). The user can select the time unit, the measurement function, and the coloring function. The measurement function is the implementation of predict (cf. Definition 8) and currently average, variance, minimum, maximum, frequency, sum, standard deviation, and median are supported. The coloring function determines the coloring of arcs and nodes. In Figure 7 the colors are based on the remaining time until completion. The nodes indicated in red represent states from which the predicted time until completion is long. The nodes indicated in blue represent states from which the predicted time until completion is short. The nodes that are yellow correspond to states which fall in-between these two categories. A similar coloring is applied to arcs, e.g., if it typically takes a long time to move from one node to another, then the corresponding arc is colored red. The coloring can be customized by setting thresholds, etc.

The result of the FSM Analyzer can be used to make predictions at runtime. For this we use the same approach as the recommendation service [26] and the earlier prediction service [11]. The basic idea is that some run-time environment supplies a partial trace and waits for a recommendation or prediction as described in Definition 9. Note that this only requires a lookup in the result provided by the FSM Analyzer. To realize this, the link between DECLARE [19] and ProM described in [26] can be used. DECLARE is a workflow management system providing more flexibility than the traditional systems by supporting various declarative languages (DecSerFlow, ConDec, etc.) rather than some fixed procedural language [19]. In [26] it is shown how ProM can be used to recommend the next step based on the analysis of historic data. Although the recommendation service described in [26] is a very specific application using predictions, a similar interface can be used for the broad spectrum of predictions based on the output of the FSM Analyzer (also see [8]).

In this paper, we do not elaborate on the link between ProM and DECLARE. Instead we refer to [8,26]. Moreover, we would like to stress that the idea and implementation are not specific for DECLARE. Any workflow management system can be taken and extended with prediction functionality based on the FSM Analyzer. The only functionality required is that the workflow management system stores event logs and is able to supply a partial trace when it needs a prediction.

To further illustrate the functionality of the FSM Analyzer, we revisit our running example. Figure 8 shows two transition systems derived from Table 2 using ProM’s FSM Miner. These are the same transition systems as shown in Figure 3, but now automatically generated by ProM. Figure 8(a) is based on the set abstraction and Figure 8(b) uses the sequence abstraction. Both only consider the activity names and no other properties. The FSM Analyzer has been applied to both transition systems resulting in the two diagrams depicted
in Figure 8. Now let us assume that we have a new process instance $N$ for which we want to make a prediction. The partial trace observed so far is $\sigma_N = \langle A^{20}, B^{30}, C^{40} \rangle$ (using the shorthand notation also used in Table 2). Based on Figure 8(a) the predicted remaining time is 7.2 while based on Figure 8(b) the predicted remaining time is 6.0. So using the set abstraction, the predicted end time is 47.2, while using the sequence abstraction, the predicted end time is 46.0. This example nicely illustrates that the prediction depends on the abstractions selected when generating the transition system. Both predictions are “correct”, however, Figure 8(a) assumes that the order of past activities does not matter, while Figure 8(b) assumes that the order is relevant. Note that the predictions after just executing $\langle A^{20} \rangle$ or $\langle A^{20}, B^{30} \rangle$ are identical for both transition systems because $A$ is always first no matter which abstraction is chosen.

The fact that different predictions are possible based on the abstraction selected, illustrates the need to assess the quality of predictions.
6 Quality of Predictions

As shown thus far, our approach allows for the prediction of various things including the remaining time until completion. Depending on the abstraction chosen, different predictions are possible. Moreover, under certain circumstances one prediction may be less reliable than another. Therefore, this section elaborates on the quality of predictions.

Intuitively, the quality of the prediction depends on the number of measurements per state. If there are only few observations, the predictive value is limited. Moreover, if the individual measurements are very different, then the predictive value seems less than in the situation where all measurements are similar. As indicated in Section 4.2, the bag of measurements $A(s)$ associated to some state $s$ can be seen as a random sample. Let $A(s) = b = [b_1, b_2, \ldots, b_n]$, i.e., $n$ observations have been made: $b_1, b_2, \ldots, b_n$. Now we need to predict the next observation $b_{n+1}$ based on $b_1, b_2, \ldots, b_n$. Let $b_{n+1}^r$ be the real value and $b_{n+1}^p$ be the predicted value. Clearly the goal is to minimize the error $|b_{n+1}^r - b_{n+1}^p|$. We will look at the quality of predictions from different angles. First, we try to compute a confidence interval for the true average. Second, we compute a confidence interval for the real value assuming that we know the true average. Finally, we discuss cross-validation as a means to assess the quality of a prediction in an experimental setting.

6.1 Predicting the Average Right

Let $A(s) = b = [b_1, b_2, \ldots, b_n]$ be the bag of measurements and let us assume that these are all sampled from some random variable. We assume that these samples are independent, i.e., $b_i$ does not depend on $b_j$, and the next realization $b_{n+1}^r$ does not depend on earlier samples. Based on $b_1, b_2, \ldots, b_n$, the best estimator for $b_{n+1}^r$ is $\overline{b}$, i.e., the sample mean. However, if there are only a few measurements, then $\overline{b}$ may be very different than the true expected value $\mu$ of $b_{n+1}^r$. Therefore, we first try to establish a confidence interval for the true expected value of $b_{n+1}^r$. There are various ways of calculating such a confidence interval. Here, we sketch two of the most basic approaches.

First, let us assume that we have many measurements (say $n \geq 30$). Because $\overline{b}$ is the average of a large number of independent measures, we can assume that $\overline{b}$ is approximately normally distributed (cf. law of large numbers). From this fact, we deduce that the true expected value $\mu$ lies within a so-called confidence interval. Given the sample mean $\overline{b}$ and the sample standard deviation $s$, the real value $\mu$ conforms with confidence $(1 - \alpha)$ to the following equation: $\overline{b} - \frac{s}{\sqrt{n}} z(\frac{\alpha}{2}) < \mu < \overline{b} + \frac{s}{\sqrt{n}} z(\frac{\alpha}{2})$ where $z(\frac{\alpha}{2})$ is defined as follows. If $Z$ is a standard normally distributed random variable, then $P[Z > z(x)] = x$. The value $\alpha$ represents the unreliability, that is the chance that $\mu$ does not conform to the equation. Some example values for the $z$ function: $z(0.001) = 3.090$, $z(0.005) = 2.576$, $z(0.01) = 2.326$, $z(0.05) = 1.645$, and $z(0.1) = 1.282$. The
interval \([\bar{b} - \frac{s}{\sqrt{n}} z(\frac{\alpha}{2}), \bar{b} + \frac{s}{\sqrt{n}} z(\frac{\alpha}{2})]\) is also called the \((1-\alpha)\)-confidence interval for the estimated value \(\mu\).

If there are fewer measurements, then the above approach cannot be used because it depends on the law of large numbers. Therefore, we mention a second approach that can still be applied if there are just a few observations. However, for this approach it needs to be assumed that the original distribution is normally distributed. In this case the Student’s t-distribution can be used to calculate the confidence intervals. Let \([b_1, b_2, \ldots, b_n]\) be again the bag of measurements with a sample mean \(\bar{b}\), sample deviation \(s\). For confidence \((1-\alpha)\) the following confidence interval can be deduced: \([\bar{b} - \frac{s}{\sqrt{n}} t_{n-1}(\frac{\alpha}{2}), \bar{b} + \frac{s}{\sqrt{n}} t_{n-1}(\frac{\alpha}{2})]\) where \(t_v(x)\) is the critical value of a Student’s t-distribution, also called t-distribution, with \(v\) degrees of freedom.

In our running example, there are only a few observations. Therefore, we apply the second approach. As Figure 6 shows there are only 5 measurements linked to state \(\{A, B, C\}: A(\{A, B, C\}) = b = [6, 10, 6, 6, 8]\). Hence, \(n = 5\), \(\bar{b} = 7.2\) and \(s = 1.79\). Let us assume that we are interested in a 90% confidence interval, i.e., \(\alpha = 0.1\). By simply applying the formula, we get \([\bar{b} - \frac{s}{\sqrt{n}} t_{n-1}(\frac{\alpha}{2}), \bar{b} + \frac{s}{\sqrt{n}} t_{n-1}(\frac{\alpha}{2})]\) = \([7.2 - \frac{1.79}{\sqrt{5}} t_4(0.05), 7.2 + \frac{1.79}{\sqrt{5}} t_4(0.05)]\). Since \(t_4(0.05) = 2.13\), the 90% confidence interval for the completion time in state \(\{A, B, C\}\) is \([5.5, 8.9]\). So, assuming a normal distribution, the expected flow time for partial cases in state \(\{A, B, C\}\) is with 90% confidence between 5.5 and 8.9. This simple example shows that by making some basic assumptions, the quality of the predicted average can be quantified.

### 6.2 Estimating the Quality of a Prediction

We just showed that under certain assumptions, we can establish a confidence interval for the true expected value of \(b_{n+1}^r\). However, even if the confidence interval is very narrow, the error \(|b_{n+1}^r - b_{n+1}^p|\) may still be substantial.

Suppose that \(b_1, b_2, \ldots, b_n\) are mutually independent and sampled from a probability distribution with mean \(\mu\) and variance \(\sigma^2\) and that the next realization will be sampled from the same probability distribution. As \(n\) becomes larger, the confidence interval will become more narrow with upper and lower bounds close to \(\mu\). However, the expected average error \(|b_{n+1}^r - b_{n+1}^p|\) remains roughly \(\sigma\).

Note that in general we do not know \(\mu\) and \(\sigma^2\). However, when we have sufficient measurements, we can approximate them as described in Section 6.1. Moreover, let us assume that the \(b_1, b_2, \ldots\) are mutually independent and sampled from a normal distribution with mean \(\mu\) and variance \(\sigma^2\). Under these assumptions we can state that with probability 0.683 the next measurement will be between \([\mu - \sigma, \mu + \sigma]\), with probability 0.954 the next measurement will be between \([\mu - 2\sigma, \mu + 2\sigma]\), and with probability 0.997 the next measurement will be between \([\mu - 3\sigma, \mu + 3\sigma]\). This illustrates that for a known distribution, it is...
possible to not only supply a prediction but also provide information about the quality of the prediction.

6.3 Cross-Validation

In the previous subsections, we made assumptions about the underlying probability distribution. For example, we assumed that the measurements are independent and that the shape of the distribution is known (e.g., normal distribution). However, it is possible to measure the quality in a more direct manner. One way would be to simply take the log, derive the annotated transition system and predictions and then in a second run compare the predicted values with the real values. The term *Mean Squared Error* (MSE) is used to quantify the difference between the predicted and real values. Suppose that for a particular state $s$ with $A(s) = b = [b_1, b_2, \ldots, b_n]$, we predict $\text{predict}(b)$. The MSE for this state is $MSE = \frac{1}{n} \sum_{i=1}^{n} (b_i - \text{predict}(b))^2$. We can also take the Root Mean Squared Error (RMSE), by taking the square root of MSE.

Although the principle described above is appealing, there is one problem. The same data set is used both for making the predictions and evaluating the quality of the predictions. This is undesirable. For example, if $n = 1$, then $MSE = 0$ by definition. This is why *cross-validation* is needed. Cross-validation is the statistical practice of partitioning a sample data set into two subsets such that the analysis is initially performed on one subset (the “training set”) while the other subset is used for validation (the “test set”).

The most basic form of cross-validation, *holdout validation*, is to randomly select samples to form the test set, and the remaining observations are retained as the training data. More involved is *K-fold cross-validation* where the whole data set is partitioned into $K$ sets of equal size. Of the $K$ sets, one set is selected as test set, while the union of the other $K - 1$ sets is used as training set. The cross-validation process is then repeated $K$ times (the folds), with each of the $K$ sets used exactly once as the validation data. The $K$ results from the folds then can be averaged (or otherwise combined) to produce a single estimation. The advantage of this method is that all observations are used for both training and validation, and that it is possible to get insight into the reliability of the validation itself. A commonly used value for $K$ is 10.

Note that for cross validation, there is no need to make assumptions about the underlying distribution. ProM supports this kind of cross validation through the so called *FSM Evaluator*. This plug-in takes (a) a transition system with predictions based on one log and (b) another event log, and then calculates the MSE and other statistics for each state. We will use this plug-in in the next section to evaluate our approach.

7 Experiments

In this section, we demonstrate the applicability of our approach using a synthetic logs obtained via simulation and two real-life case studies. For the case studies we use two different processes within two different Dutch municipalities.
7.1 Synthetic Example

For our first experiment we use an event log of a reviewing process. This log was obtained through simulation. We first use this synthetic log to allow for a controlled experiment where it is clear what the desired outcome should be. This way we can validate our approach.

Using CPN Tools [17] we have modeled the reviewing process in terms of a so-called colored Petri net. From ProM it is possible to generate CPN models [22] and from CPN Tools it is possible to generate event logs for ProM [18]. Hence, there is a bidirectional coupling of CPN Tools and ProM.

The stimulated reviewing process starts with inviting reviewers. Then the reviewers can return their reviews. However, some reviewers may not return their review resulting in a time-out event. After a while the reviews are collected and a decision is made. Based on the decision, the paper is accepted or rejected. For internal activities such as inviting reviewers, making decisions, and accepting/rejecting papers, we record a start and complete event. For external activities such as reviewing, we can only see the completion. The CPN model also contains information about timing and resources, e.g., the various internal activities are done by particular people having distinct roles. The external activities are done by a large pool of reviewers.

![Petri net discovered by ProM using the α-algorithm.](image)

Based on the CPN model described above, we generated two event logs: a training set $L_1$ and a test set $L_2$. Both event logs have information about 200 process instances, i.e., submitted papers. To provide some insight into the process we use the $\alpha$-algorithm [5] to discover a Petri net based on $L_1$ (i.e., the event log holding the training set). The discovered model indeed matches the model constructed using CPN Tools (cf. Figure 9). Note that the model indicates start and complete events by grouping two transitions in a single box.

It is important to note that we only show the Petri net representation of the process to provide the reader with some insight into the process. Our approach does not need a process model in terms of a Petri net or any other notation and it is not necessary to use process discovery algorithms such as the $\alpha$-algorithm.

Based on $L_1$, we can use the FSM Miner of ProM to extract a transition system using a particular abstraction. Using the FSM Analyzer we can extend...
Fig. 10. Screenshot of ProM’s FSM Analyzer while making a prediction model based on an event log of 200 cases.

this transition system with predictive information as shown before. Figure 10 shows a screenshot of an annotated transition system based on $L_1$ while using a set abstraction based on all activities. For example, Figure 10 shows the state $[[invite reviewers-complete, invite reviewers-start]]$. As indicated in Figure 10, the predicted time until completion is 21.605 days, i.e., after completing the invitations it takes on average three weeks to complete the reviewing process. Figure 10 also shows information about the average/expected sojourn time for this state (1.53 days) and the average/expected elapsed time (2.51 days). For state \{collect reviews-start, get review 1-complete, get review 2-complete, get review 3-complete, invite reviewers-complete, invite reviewers-start\} the predicted time until completion is 11.87 days (not visible in Figure 10). This means that for cases where all reviews are sent back in time, it takes on average 12 days to make the decision, inform the author, and complete the reviewing process. For the empty state, the predicted remaining time until completion is 24.12 days. Note that this is the average total time to handle reviews from begin to end.

The screenshot shown in Figure 10 is based on the set abstraction. However, as described in Section 3.5 various abstractions are possible. Figure 11 shows four transition systems obtained using four different abstractions. Figure 11(a) shows the set abstraction already used in Figure 10. Figure 11(b) shows an abstraction where the six “time out” and “get review” activities are ignored, but the order
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6 This is the way the FSM Analyzer represents the set containing two events related to the start and completion of activity invite reviewers, i.e., $[[invite reviewers-complete, invite reviewers-start]]$ denotes \{invite reviewers-complete, invite reviewers-start\}. 

Fig. 11. Four transition systems with prediction information based on the same event log but using different abstractions. Note that the labels are not intended to be readable. The goal is to merely show the size and shape of each transition system.
of the remaining activities is taken into account. This results in a simpler model. The transition system can be based on all kinds of properties of events, i.e., the data and resource perspectives can also be used. Figure 11(c) only looks at the resource perspective. In this particular transition system, the state of a paper is determined by which resources have worked on it. Here only the three key resources working in the editorial office are taken into account. Moreover, since a bag abstraction is used, the order is not important, but the frequency is. This results in a completely different transition systems with nodes such as \([\text{Anne}^2, \text{Mike}^2, \text{Wil}^1]\) indicating that Anne has performed two events, Mike has performed two events, and Wil has performed one event. For this state the predicted time until completion is 6.78 days. Figure 11(d) uses a full abstraction, i.e., \(I_{\text{state}}(\sigma) = \emptyset\) meaning that all prefixes are mapped onto the same state. This is an interesting abstraction as it serves as a benchmark. This benchmark abstraction assumes that one knows nothing and simply takes the average over all events in the past. When the transition system shown in Figure 11(d) is used, the prediction for the remaining time until completion is always 13.06 days. This value is obtained by simply taking the average of all remaining times in the whole log \(L_1\). Note that 13.06 is more than half of the average total time (which is 24.12 days). In the beginning of the process there are more events than at the end. Therefore, the average remaining time until completion is more than half of the average total time.

The four transition systems shown in Figure 11 can be used to make concrete predictions for individual cases. Suppose that the set abstraction is used (i.e., Figure 11(a)), then initially the predicted remaining time is 24.12 days. After the reviewers have been invited (i.e., the prefix is mapped onto state \{\text{invite reviewers-complete, invite reviewers-start}\}), then the predicted remaining time is reduced to 21.6 days, etc.

As discussed in Section 6, it is important to be able to assess the quality of a prediction. ProM’s FSM Analyzer provides metrics such as standard deviation, etc. to determine the quality of a prediction. The standard deviation in the initial state of Figure 11(a) is 10.3. The standard deviation in state \{\text{collect reviews-start, get review 1-complete, get review 2-complete, get review 3-complete, invite reviewers-complete, invite reviewers-start}\} is 8.3. The standard deviation steadily decreases as the process progresses. This means that towards the end of the process the predictions become more reliable.

To truly evaluate the quality of the predictions and to compare the four transition systems shown in Figure 11, we use cross validation. To keep things simple, we do not perform a K-fold validation and merely test \(L_2\) (the test set) on the model learned using \(L_1\) (the training set). Hence, we take the four models depicted in Figure 11 and compare the predicted times with the real times for the papers in \(L_2\). Earlier we already mentioned the terms Mean Squared Error (\(MSE = \frac{1}{n} \sum_{i=1}^{n} (b_i - \overline{b})^2\), with \(\overline{b} = \text{predict}(b)\)) and Root Mean Squared Error (\(RMSE = \sqrt{MSE}\)). For our evaluation we also use the Mean Absolute Error (\(MAE = \frac{1}{n} \sum_{i=1}^{n} |b_i - \overline{b}|\)) and the Mean Absolute Percentage Error (\(MAPE = \frac{1}{n} \sum_{i=1}^{n} \frac{|b_i - \overline{b}|}{b_i}\)).
Figure 12 shows ProM’s FSM Evaluator while cross validating the results using the second event log $L_2$. For state \{invite reviewers-complete, invite reviewers-start\}, MSE equals 49.923 (see graph on left-hand-side of Figure 12). The other metrics for this state are shown in tabular form (see right-hand-side of figure): MAE=5.857, RMSE=7.0656, and MAPE=45.252. Recall that the predicted time until completion from this state is 21,605 days, hence an average error of 5.857 days is quite acceptable. Figure 12 also shows that this state was evaluated 200 times. Let us now consider a later state: \{collect reviews-start, get review 1-complete, get review 2-complete, get review 3-complete, invite reviewers-complete, invite reviewers-start\}. For this state we obtain the following quality metrics: MSE=19.134, MAE=3.888, RMSE=4.3742, and MAPE=49.676. As can be expected the average error decreases when a paper is further in the process. The relative error (MAPE) increases slightly because the absolute times get smaller. The various quality metrics can also be given for the whole process, i.e., all states. In order to do this, each state is weighted by the number of times it is visited. For the set abstraction based on all activities (i.e., the transition system shown in Figure 11(a)), the overall values are MAE=4.079, RMSE=4.917, and MAPE=56.21.

Table 3 compares the four transition systems shown in Figure 11 using cross validation. All four models are learned using $L_1$ and evaluated using $L_2$. It shows that the first three models perform comparable, e.g., the average error is around 3 days. However, the fourth model does not perform as good. The average error is much higher: more than 7 days. The average time it takes to complete the
Table 3. Some results

<table>
<thead>
<tr>
<th>Abstraction</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set abstraction based on all activities (cf. Figure 11(a))</td>
<td>4.079</td>
<td>4.917</td>
<td>56.21</td>
</tr>
<tr>
<td>Sequence abstraction based on activities while filtering out the “time out” and “get review” activities (cf. Figure 11(b))</td>
<td>4.119</td>
<td>4.984</td>
<td>56.68</td>
</tr>
<tr>
<td>Bag abstraction based on the three key resources (cf. Figure 11(c))</td>
<td>4.139</td>
<td>4.997</td>
<td>56.89</td>
</tr>
<tr>
<td>Complete abstraction: ( I^{\text{state}}(\sigma) = \emptyset ) (cf. Figure 11(d))</td>
<td>7.239</td>
<td>8.635</td>
<td>120.87</td>
</tr>
<tr>
<td>Simple heuristic: half of average total flow time (12 days)</td>
<td>7.053</td>
<td>8.479</td>
<td>110.98</td>
</tr>
</tbody>
</table>

process is about 24 days. Hence, a naive approach would be to always guess \(24/2 = 12\) days. If this is done, then the performance is comparable to the complete abstraction shown in Figure 11(d) (which always guesses 13.06 days). The last row in Table 3 shows the results for this heuristic.

Therefore, we can conclude that the findings in Table 3 support our approach and show that a proper abstraction easily outperforms simple heuristics. Please note that our approach does not require an a-priori model; the predictions are just learned from the training set \(L_1\).

7.2 Case Study I: WMO Process of a Municipality

In the previous subsection, it was shown that the average error using our prediction method is much smaller than using a simple heuristic. However, this analysis was based on event logs generated by simulation. A valid question is whether we can achieve the same performance for real-life logs. Therefore, we also tested our approach using an event log from the Dutch municipality of Harderwijk. Harderwijk is a municipality and a small city in the eastern part of the Netherlands.

The event log of Harderwijk used for cross-validation contains information about 796 cases. Each case corresponds to a request to the municipality in the context of the so-called “Wet Maatschappelijke Ondersteuning” (WMO). WMO is a Dutch law regulating how municipalities should support their citizens. The purpose of WMO is to support elderly people, people having a chronic illness, handicapped citizens, etc. Through WMO citizens can request wheelchairs, household help, etc. The particular log chosen for this evaluation only concerns citizens asking for household help.

The 796 requests for household help, triggered 5187 events that were recorded over a period of 1.5 years (2007-2008). In this process 8 different types of activities were used and the average time it takes to handle a request from begin to end is 117 days with some cases taking longer than one year. See Figure 13 for the distribution of total flow times for all cases. The x-axis shows the 796
**Fig. 13.** The distribution of the total flow time of cases extracted using ProM. Note that some cases almost take 400 days.

cases and the y-axis shows the duration in days. Given the long flow times, it is interesting to predict the overall time.

**Fig. 14.** A simplified representation of the process obtained by ProM.

To provide some insight into the structure of the process, we have used the heuristics miner of ProM to extract a Petri net from the event log (cf. Figure 14). Note that in this model infrequent activities have been removed and only the main flows are shown. The black transitions in the Petri net represent the skipping of activities. In this paper, we do not discuss the WMO process in detail, instead we focus on the quality of our predictions.

Figure 15 shows three transition systems extended with prediction information. These are all based on only half of the event log, i.e., the original log with 796 requests for household help is split into a log $L_1$ with 400 requests and a log $L_2$ with 396 requests. Event log $L_1$ is used as the training set and log $L_2$ is used as a test set. Hence, the three transition systems shown in Figure 15 are based on $L_1$. Figure 15(a) was obtained using the set abstraction based on all activities, i.e., a state is determined by the set of activities that have been conducted. Figure 15(b) uses the same abstraction, but now only uses two activities: “Administratieve verwerking” and “Wachten terugmelden zorgaanbieder”.

Fig. 15. Three transition systems with prediction information based on the same event log but using different abstractions.
These two activities have been chosen because they are expected to be relevant for the time until completion. Figure 15(c) completely abstracts from all information and this extreme abstraction is again used as a benchmark.

Let us consider some example predictions based on Figure 15(a). For the initial state $\emptyset$, the predicted remaining time until completion is 113 days. The first activity is always “Aanvraag registratie” and the second activity is always “Rapportage & beschikking”. On average 5 days are spent in the state in-between these two activities, so after “Aanvraag registratie” the predicted remaining time until completion is 108 days. Note that after these first two steps, the process is less structured. (Recall that Figure 14 abstracts from less frequent paths/activities.)

<table>
<thead>
<tr>
<th>Abstraction</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set abstraction based on all activities (cf. Figure 15(a))</td>
<td>63.805</td>
<td>74.947</td>
<td>680.43</td>
</tr>
<tr>
<td>Set abstraction based on just two activities (cf. Figure 15(b))</td>
<td>67.329</td>
<td>79.034</td>
<td>648.80</td>
</tr>
<tr>
<td>Complete abstraction (cf. Figure 15(c))</td>
<td>83.469</td>
<td>98.158</td>
<td>85444.9</td>
</tr>
<tr>
<td>Simple heuristic: half of average total flow time (56.73 days)</td>
<td>80.823</td>
<td>101.342</td>
<td>62969.0</td>
</tr>
</tbody>
</table>

Let us now compare the three prediction models shown in Figure 15. We use $L_2$ to evaluate and compare the quality of the three models. The first two models perform better than the benchmark model. Set abstractions based on all activities or the two key activities lead to an average error of roughly 65 days. If we completely abstract from the history of a case, the average error is more than 80 days. If one takes half of the average flow time for each prediction, the average error is similar as for the model in Figure 15(c) (see last row in Table 4). Hence, also for this real log, we can conclude that simple abstractions outperform simple heuristics.

Moreover, it is interesting to note that for some states the mean average error is very small. For example, after executing “Aanvraag registratie”, “Administratieve verwerking”, “Rapportage & beschikking”, “Toetsen en beslissen”, “Verzending dossiervorming”, “Wachten terugmelding zorgaanb.” the mean average error of predictions based on the annotated transition system in Figure 15(c) is only 0.00163.

Note that the average error over all activities is still substantial for all models. This is due to the huge variations in flow time. Note that some cases take more than one year to be handled while other just take a few days. Hence, one cannot expect a better performance for this process with so little information. We expect that in most processes, the variation is smaller thus allowing for bet-

---

7 Note that this number is based on $L_1$ while the average of 117 was based on $L_1 + L_2$. 

---

<table>
<thead>
<tr>
<th>Abstraction</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set abstraction based on all activities (cf. Figure 15(a))</td>
<td>63.805</td>
<td>74.947</td>
<td>680.43</td>
</tr>
<tr>
<td>Set abstraction based on just two activities (cf. Figure 15(b))</td>
<td>67.329</td>
<td>79.034</td>
<td>648.80</td>
</tr>
<tr>
<td>Complete abstraction (cf. Figure 15(c))</td>
<td>83.469</td>
<td>98.158</td>
<td>85444.9</td>
</tr>
<tr>
<td>Simple heuristic: half of average total flow time (56.73 days)</td>
<td>80.823</td>
<td>101.342</td>
<td>62969.0</td>
</tr>
</tbody>
</table>
ter predictions. Moreover, in most processes more data is available that can be exploited by our prediction techniques.

### 7.3 Case Study II: WOZ Process of Another Municipality

As a second case study, we revisit the process mentioned in Section 3.5. This case study is based on a log from another municipality and another process that deals with objections (i.e., appeals) against the real-estate property valuation or the real-estate property tax. This municipality is located in the south of the Netherlands and has a similar size as the municipality involved in the first case study (more than 40,000 inhabitants). The municipality is using eiStream workflow (formerly known as Eastman Software and today named Global 360).

![Distribution of total flow time](image.png)

**Fig. 16.** The distribution of the total flow time of cases extracted using ProM. Note that some cases almost take 250 days.

This process considered in this case study is called “Bezwaar WOZ”, where WOZ (“Waardering Onroerende Zaken”) refers to the particular law describing regulations related to real-estate property valuation by municipalities. We used an event log with data on 1882 objections handled by the municipality. The log contains 11985 events and the average total flow time is 107 days while some cases take more than 200 days. Figure 16 shows the distribution of total flow times. The x-axis shows the 1882 cases and the y-axis shows the duration in days. Note that some cases take a very short time while others take much longer, thus making it difficult to predict the remaining time for cases in the system. As before we split the log into a training set (log $L_1$) and a test set (log $L_2$). Log $L_1$ contains 982 cases and log $L_2$ contains 900 cases.

Figure 17 shows four transition systems extended with prediction information based on log $L_1$. The first transition system (Figure 17(a)) uses the set
(a) Set abstraction based on all activities

(b) Set abstraction with a horizon of 1

(c) Set abstraction with a horizon of 1 and knowledge about the case

(d) Complete abstraction

Fig. 17. Four transition systems with prediction information based on the same event log but using different abstractions.
abstraction over all activities. The second one (Figure 17(a)) uses the same abstraction but now with horizon 1, i.e., only the last activity is considered. Note that these first two transition systems correspond to the ones already shown in Figure 4. The third transition system uses knowledge about the property of the case, i.e., based on this knowledge it is known whether a particular task (labeled “I”) needs to be executed. Figure 17(c) shows the resulting transition system. Note that it extends Figure 17(b) with additional knowledge about the occurrence of task “I”. The last abstraction (Figure 17(d)) is again the extreme case where no historic information is used. This is again used as a benchmark.

<table>
<thead>
<tr>
<th>Abstraction</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set abstraction based on all activities (cf. Figure 17(a))</td>
<td>41.648</td>
<td>47.513</td>
<td>1505.07</td>
</tr>
<tr>
<td>Set abstraction based on last activity (cf. Figure 17(b))</td>
<td>43.080</td>
<td>49.666</td>
<td>1818.49</td>
</tr>
<tr>
<td>Set abstraction based on last activity and additional information related to the occurrence of “I” (cf. Figure 17(c))</td>
<td>17.129</td>
<td>23.550</td>
<td>900.07</td>
</tr>
<tr>
<td>Complete abstraction (cf. Figure 17(d))</td>
<td>63.391</td>
<td>74.965</td>
<td>7169.55</td>
</tr>
<tr>
<td>Simple heuristic: half of average total flow time (53.57 days)</td>
<td>61.750</td>
<td>75.505</td>
<td>6188.04</td>
</tr>
</tbody>
</table>

Table 5 shows the results for the four annotated transition systems shown in Figure 17. The last row shows again the results for simply predicting half of the average flow time. Note that the transition systems are constructed based on $L_1$ while the error rates in Table 5 are based on $L_2$. Again simple abstractions such as shown in figure 17(a) and 17(b) outperform simple heuristics. Note that the the complete abstraction and simple heuristic have a MAE of more than 60 days while set abstractions based on all activities or just the last activity have a MAE of just above 40 days. The third row of Table 5 shows the spectacular performance of the annotated transition system shown in Figure 17(c). The MAE drops to 17 days. This illustrates that additional information can be very valuable. Note that the average total flow time is about 107 days. Moreover, as shown in Figure 16 there is a huge variation in flow times. Hence, it is quite remarkable that we can predict the remaining time until completion so accurately.

8 Conclusion

In this paper, we presented a new method for predicting the “future of a running instance”. Given a running case, our prediction approach allows answering questions like “When will this case be finished?”, “How long does it take before
activity $A$ is completed?”, “How likely is it that activity $B$ will be performed in the next two days?”, etc. In this paper, we mainly focused on the remaining time until completion. However, our approach can easily be used for other types of predictions. The basic idea of the approach is to build an annotated transition system. This transition system is learned from past executions using an appropriate abstraction mechanism.

The approach is fully implemented in ProM. Using the FSM Miner a transition system is learned. The FSM Analyzer extends this transition system with predictive information. This information can be used to make predictions at run-time. Currently, we only support a link between the workflow management system DECLARE and our prediction tools in ProM. However, it is easy to extend the same toolset to other workflow management systems. To support experiments and to cross validate results, our FSM evaluator can be used to measure standard quality metrics such as MSE, RMSE, MAE, and MAPE.

In this paper, we evaluated our approach using a synthetic event log and two real-life event logs. Both experiments show that our approach outperforms simple heuristics. This is quite remarkable as we do not use a-priori knowledge. Note that we learn the model from past executions. The model can be used for predictions, but also has a value by itself as it shows where in the process the bottlenecks are.

As future work we plan to work more on the automation of abstractions, i.e., now the user still needs to select an abstraction based on the characteristics of the process and log. For example, when there are fewer process instances, then a more abstract transition system is desirable. It seems possible to automatically refine or aggregate states based on the quality metrics already gathered. Such approaches are not only interesting for predictions but also for process discovery, i.e., the parts of the process where there is more certainty are depicted in more detail and the more “fuzzy” parts of the process are simplified. For predictions all measures are considered to be of equal importance, while there could be correlations between activities. For example, after the occurrence of some activity it is very unlikely that some other activity will occur. In this case it does not make sense to (fully) use measures from traces that contain that latter activity for predicting an instance where the former activity has already been executed. Correlations can be mined from the log [27] and be used to select or to weigh the state prediction measures. An assumption in our approach is the independency of the samples, i.e., the bag of measurements. However, the interaction between cases and the availability of resources are important factors when predicting the remaining time until completion [25]. These interactions should be incorporated into the predictions.
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