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Abstract. When a workflow contains a large number of tasks and involves complex control flow dependencies, verification can take too much time or it may even be impossible. Reduction rules can be used to abstract from certain transitions and places in a large net and thus could cut down the size of the net used for verification. Petri nets have been proposed to model and analyse workflows and Petri nets reduction rules have been used for efficient verification of various properties of workflows, such as liveness and boundedness. Reset nets are Petri nets with reset arcs, which can remove tokens from places when a transition fires. The nature of reset arcs closely relates to the cancellation behaviour in workflows. As a result, reset nets have been proposed to formally represent workflows with cancellation behaviour, which is not easily modelled in ordinary Petri nets. Even though reduction rules exist for Petri nets, the nature of reset arcs could invalidate the transformation rules applicable to Petri nets. This motivated us to consider possible reduction rules for reset nets. In this paper, we propose a number of reduction rules for Reset Workflow Nets (RWF-nets) that are soundness preserving. These reduction rules are based on reduction rules available for Petri nets [19] and we present the necessary conditions under which these rules hold in the context of reset nets.
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1 Introduction

Some have advocated the use of Petri nets for the specification of workflows among others due to the formal foundation, their graphical nature and the presence of analysis techniques [4]. Reduction rules have also be suggested to be used together with Petri nets for verification of workflows [25]. There exists a body of work concerning the verification of workflow specifications expressed as Petri nets or expressed in languages for which mappings to Petri nets have been defined [2, 3, 25]. In either case, verification boils down to examining certain properties of Petri nets.

Unfortunately, these results are not transferable to situations where languages are involved that use concepts not easily expressed through Petri nets. One such concept that is difficult to express in terms of Petri nets is cancellation regions [6]. Cancellation
is used to capture the interference of one task in the execution of others. If a task is within the cancellation region of another task, it may be prevented from being started or its execution may be terminated. For example, you might want to simply cancel other order processing tasks if a customer’s credit card payment did not go through. Reset nets are Petri nets with reset arcs, which can remove tokens from places when a transition fires. The nature of reset arcs closely relates to the cancellation behaviour in workflows. As a result, reset nets have been proposed to formally represent workflows with cancellation behaviour [28]. This approach allows us to leverage existing literature and techniques in the area of Petri nets and reset nets in particular [8, 11, 14–18].

We are interested in determining whether a workflow possesses the following desirable properties. Firstly, it is important to know that a workflow, when started, can complete. Secondly, it should never have tasks still running when completion is signalled. Thirdly, the workflow should not contain tasks that can never be executed. These requirements encompass the soundness property of a workflow specification as expressed in [4]. In [30], we have proposed a new verification approach for the soundness property in workflows with cancellation and OR-joins using Reset Workflow Nets (RWF-nets). An RWF-net is a reset net with three structural restrictions: there is exactly one source node, one sink node and every node in the graph is on a directed path from the source node to the sink node. This is to ensure that every workflow represented by an RWF-net will have a unique start place, a unique end place and it is possible to go from the start place to the end place by following a series of transitions. Using state-based analysis, we have shown that it is possible to decide the soundness property of workflows with cancellation behaviour using reset nets. The drawback of using reset nets, however, is that there are no reduction rules defined for reset nets. As a result, the analysis is time consuming for large models. Even though reduction rules exist for Petri nets, the nature of reset arcs in an RWF-net could invalidate the transformation rules applicable to Petri nets. For example, it is possible that an incorrect net that does not satisfy proper completion criterion (i.e., tokens can be left in the net when it reaches the end) becomes sound when there is a reset arc to remove the leftover token before completion. Therefore, we propose extension to the requirements for Petri net reduction rules with additional restrictions with respect to reset arcs.

In this paper, we propose a number of reduction rules for Reset Workflow Nets (RWF-nets) that are soundness preserving1. These reduction rules for RWF-nets are inspired by the reduction rules for Petri nets [19] and free-choice Petri nets [12]. We present the necessary conditions under which these rules hold in the context of reset workflow nets. The organisation of the paper is as follows. Section 2 provides the formal foundation by introducing reset nets and Reset Workflow Nets (RWF-nets). Section 3 describes a set of reduction rules for RWF-nets together with associated proofs. Section 4 discusses the related work and section 5 concludes the paper.

1 The bulk of this work was done while visiting Eindhoven University of Technology in close collaboration with Dr. Eric Verbeek and Professor Wil van der Aalst.


2 Preliminaries

2.1 Petri nets and Reset nets

Petri nets were originally introduced by Carl Adam Petri [21] and since then, they are widely used as mathematical models of concurrent systems for various domains [20, 12]. Numerous analysis techniques exist to determine various properties of Petri nets and its subclasses [20, 12, 19, 22, 23].

Definition 1 (Petri net [21, 20]). A Petri net is a tuple \((P, T, F)\) where \(P\) is a (non-empty finite) set of places, \(T\) is a set of transitions, \(P \cap T = \emptyset\) and \(F \subseteq (P \times T) \cup (T \times P)\) is the set of arcs.

A reset net is a Petri net with special reset arcs, that can clear the tokens in selected places. Graphically, reset arcs are modelled as doubled-headed arrows. Figure 1 shows a transition \(t\) with all possible combinations of input, output and reset arcs. The nature of reset arcs matches closely with the concept of cancellation in workflow modelling and reset nets are proposed as a formalism for modelling workflows with cancellation.

Definition 2 (Reset net [14]). A reset net is a tuple \((P, T, F, R)\) where \((P, T, F)\) is a Petri net and \(R : T \rightarrow \mathcal{P}(P)\) provides the reset places for the transitions\(^2\).

In the remainder of the paper, when we use the function \(F(x, y)\), it evaluates to 1 if \((x, y) \in F\) and 0 if \((x, y) \notin F\). We write \(F^+\) for the transitive closure of the flow relation \(F\) and \(F^*\) for the reflexive transitive closure of \(F\). \(R^{-1}\) is the (straightforward) inverse function of \(R\) where \(R^{-1} \in P \rightarrow \mathcal{P}(T)\). The notation \(R(t)\) for a transition \(t\)

\(^2\) Where \(\mathcal{P}\) is a power set of \(P\), i.e., \(X \in \mathcal{P}\) if and only if \(X \subseteq P\).
returns the (possibly empty) set of places that it resets. We also write $R^\leadsto p$ for a place $p$, which returns the set of transitions that can reset $p$.

Let $N$ be a reset net and $x \in (P \cup T)$, we use $\bullet x$ and $x \bullet$ to denote the set of inputs and outputs. If the net involved cannot be understood from the context, we explicitly include it in the notation and we write $\overset{N}{x}$ and $x \overset{N}{\bullet}$. A marking is denoted by $M$ and, just as with ordinary Petri nets, it can be interpreted as a vector, function, and multiset over the set of places $P$. $M(p)$ returns the number of tokens in a place $p$ if $p \in \text{dom}(M)$ and zero otherwise. We can use notations such as $M(M)$ given marking in a reset net. A marking $M$ is enabled at $t$, denoted as $M \overset{t}{\Rightarrow} M'$, and if the transition is not relevant, it is written as $M \overset{t}{\Rightarrow} M'$. This sequence resulting in a new marking using the forward firing rule defined above. This sequence is formally defined in Definition 5 and denoted as $M \overset{N}{\Rightarrow} M'$. If there can be no confusion regarding the net, the expression is abbreviated as $M \overset{t}{\Rightarrow} M'$ and if the transition is not relevant, it is written as $M \overset{t}{\Rightarrow} M'$.

The concept of firing a transition $t$ in a net $N$ is formally defined in Definition 5 and denoted as $M \overset{N}{\Rightarrow} M'$. If there can be no confusion regarding the net, the expression is abbreviated as $M \overset{t}{\Rightarrow} M'$ and if the transition is not relevant, it is written as $M \overset{t}{\Rightarrow} M'$.

Definition 5 (Forward firing). Let $N = (P, T, F, R)$ be a reset net, $t \in T$ and $M, M' \in \mathcal{M}(N)$. $M \overset{N}{\Rightarrow} M'$ if and only if $\forall p \in P \setminus R(t): M(p) \geq 1$.

It is possible to fire a sequence of transitions from a given marking in a reset net resulting in a new marking using the forward firing rule defined above. This sequence of transitions is represented as an occurrence sequence.

Definition 6 (Occurrence sequence). Let $N = (P, T, F, R)$ be a reset net and $M, M_1, \ldots, M_n \in \mathcal{M}(N)$. If $M \overset{\sigma}{\Rightarrow} M_1 \overset{\sigma}{\Rightarrow} \ldots \overset{\sigma}{\Rightarrow} M_n$ are firing occurrences then $\sigma = t_1 t_2 \ldots t_n$ is an occurrence sequence leading from $M$ to $M_n$ and it is written as $M \overset{\sigma}{\Rightarrow} M_n$.

We now define the concepts of reachability and coverability of markings from a given marking in a reset net. A marking $M'$ is reachable from another marking $M$ in a reset net, if there is an occurrence sequence leading from $M$ to $M'$.

For any natural numbers $a, b$: $a \overset{\sigma}{\Rightarrow} b$ is defined as $\max(a - b, 0)$. 
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Definition 7 (Reachability). Let \( N = (P, T, F, R) \) be a reset net and \( M, M' \in M(N) \). \( M' \) is reachable in \( N \) from \( M \), denoted \( M \overset{\sigma}{\rightarrow} M' \), if there exists an occurrence sequence \( \sigma \) such that \( M \overset{\sigma}{\rightarrow} M' \).

The reachability set is the minimal set of markings that can be reached from a given marking \( M \) in a reset net after firing all possible occurrence sequences.

Definition 8 (Reachability set). Let \( N = (P, T, F, R) \) be a reset net and \( M \in M(N) \). The reachability set of the marked net \( (N, M) \), denoted \( N[M] \), is the minimal set that satisfies the following conditions:

1. \( M \in N[M] \) and
2. if transition \( t \in T \) and markings \( M_1, M_2 \in M(N) \) exist such that \( M_1 \in N[M] \) and \( M_1 \overset{\times t}{\rightarrow} M_2 \), then \( M_2 \in N[M] \).

Definition 9 (Directed labelled graph). A directed labelled graph \( G = (V, E) \) over label set \( \mathcal{L} \) consists of a set of nodes \( V \) and a set of labelled edges \( E \subseteq V \times \mathcal{L} \times V \).

The reachability graph is a directed labelled graph where the elements of the reachability set form the nodes and the tuple consisting of a source marking that enables a transition, the transition and the target marking that is reached by firing the transition form the edges. The graph can be used to determine the possible states of a reset net from an initial marking.

Definition 10 (Reachability graph). Let \( N = (P, T, F, R) \) be a reset net and \( M \in M(N) \). The directed labelled graph \( G = (V, E) \) with label set \( \mathcal{L} = T \) is the reachability graph of the marked net \( (N, M) \) iff

1. \( V = N[M] \) and
2. for any transition \( t \in T \) and markings \( M_1, M_2 \in M(N) \) : \( M_1 \overset{\times t}{\rightarrow} M_2 \iff (M_1, t, M_2) \in E \).

Liveness, boundedness and safeness are defined as in previous work [20, 19]. Liveness, boundedness and safeness can be determined from the reachability graph.

Definition 11 (Liveness, boundedness, safeness [20, 19]). A transition is live if it can be enabled from every reachable marking. A place is safe if it never contains more than one token at the same time. A place is \( k \)-bounded if it will never contain more than \( k \) tokens. A place is bounded if it is \( k \)-bounded for some \( k \).

If all places in a reset net are bounded, the reset net is also bounded and hence, it is possible to generate a finite reachability set. If a place is unbounded, the reachability set contains an infinite number of states (an infinite state space). In such cases, reachability of a marking cannot be determined but coverability can be determined. Coverability is a relaxed notion that can handle unbounded behaviour. A marking \( M_2 \) is said to be coverable from another marking \( M_1 \) in a reset net if there is a reachable marking \( M' \) from \( M_1 \) such that \( M' \) is bigger than or equal to \( M_2 \).

Definition 12 (Coverability). Let \( N = (P, T, F, R) \) be a reset net and \( M_1, M_2 \in M(N) \). \( M_2 \) is coverable from \( M_1 \) in \( N \), if there exists a marking \( M' \) such that \( M' \in N[M_1] \) and \( M' \geq M_2 \).
We conclude this section with the notion of Backward firing that is used to generate coverable markings for a reset net by firing transitions backwards.

**Definition 13 (Backward firing [29]).** Let \((P, T, F, R)\) be a reset net and \(M, M' \in M(N)\). \(M' \xrightarrow{\cdot t'} M\) iff it is possible to fire a transition \(t\) backwards starting from \(M\) and resulting in \(M'\).

\[
M' \xrightarrow{\cdot t'} M \iff \begin{cases} M[R(t)] \leq t \bullet [R(t)] \wedge M'[p] = \begin{cases} (M(p) - F(t, p)) + F(p, t) & \text{if } p \in P \setminus R(t) \\ F(p, t) & \text{if } p \in R(t). \end{cases} \\
\end{cases}
\]

For places that are not reset places, the number of tokens in \(M'\) is determined by the number of tokens in \(M\) for \(p\) and the production and consumption of tokens. If a place is an output place of \(t\) and not a reset place, one token is removed from \(M(p)\) if \(M(p) > 0\). If a place is an input place of \(t\) and not a reset place, one token is added to \(M(p)\). For any reset place \(p\), \(M(p) \leq F(t, p)\) because it is emptied when firing and then \(F(t, p)\) tokens are added. We do not require \(M(p) = F(t, p)\) for a reset place \(p\) because the aim is coverability and not reachability, \(M'\), i.e., the marking before (forward) firing \(t\), should at least contain the minimal number of tokens required for enabling \(t\) and resulting in a marking of at least \(M\). Therefore, only \(F(p, t)\) tokens are assumed to be present in a reset place \(p\).

### 2.2 Reset WorkFlow nets (RWF-nets)

This section discusses the formalisation of workflow models using Petri nets. A WF-net is defined as a Petri net with the following structural restrictions. There is exactly one begin place and exactly one end place. Moreover, every node in the graph is on a directed path from the begin place to the end place.

**Definition 14 (WF-net [3, 25]).** Let \(N = (P, T, F)\) be a Petri net. The net \(N\) is a WF-net iff the following three conditions hold:

1. there exists exactly one \(i \in P\) such that \(i \bullet = \emptyset\), and
2. there exists exactly one \(o \in P\) such that \(o \bullet = \emptyset\), and
3. for all \(n \in P \cup T\): \((i, n) \in F^*\) and \((n, o) \in F^*\).

The notion of a Reset WorkFlow net (RWF-net) is introduced to represent workflows with cancellation features. We define Reset WorkFlow nets (RWF-nets) which are reset nets with the same structural restrictions as WF-nets.

**Definition 15 (RWF-net [27]).** Let \(N = (P, T, F, R)\) be a reset net. The net \(N\) is an RWF-net iff \((P, T, F)\) is a WF-net.

In an RWF-net, there is an input place \(i\) and an output place \(o\) and an initial marking \(M_i\) and an end marking \(M_o\) is defined as follows:

**Definition 16 (Initial marking and End marking).** Let \(N = (P, T, F, R)\) be an RWF-net and \(i, o\) be the input and output places of the net. The initial marking of \(N\) is denoted as \(M_i\) and it represents a marking where there is a token in the input place \(i\) (i.e., \(M_i = i\)). Similarly, the end marking of \(N\) is denoted as \(M_o\) and it represents a marking where that is a token in the output place \(o\) (i.e., \(M_o = o\)).
A WF-net is an RWF-net iff $R$ is empty (for all $t \in T : R(t) = \emptyset$). Thus $(P, T, F)$ suffices (we may omit $R$).

The soundness definition for an RWF-net is based on the soundness definition from [7] for WF-nets. An RWF-net is sound if and only if it satisfies the three criteria: option to complete, proper completion and no dead transitions.

**Definition 17 (Soundness [27]).** Let $N = (P, T, F, R)$ be an RWF-net and $M_i, M_o$ be the initial and end markings. $N$ is sound iff:

1. option to complete: for every marking $M$ reachable from $M_i$, there exists an occurrence sequence leading from $M$ to $M_o$, i.e., for all $M \in N[M_i] : M_o \in N[M]$.

2. proper completion: the marking $M_o$ is the only marking reachable from $M_i$ with at least one token in place $o$, i.e, for all $M \in N[M_i] : M \geq M_o \Rightarrow M = M_o$.

3. no dead transitions: for every transition $t \in T$, there is a marking $M$ reachable from $M_i$ such that $M[t]$, i.e, for all $t \in T$ there exists an $M \in N[M_i]$ such that $M[t]$.

### 3 Reduction Rules for RWF-nets

Reduction rules can be used to abstract from certain transitions and places in a large net and thus could cut down the size of the net used for verification. As a result, the verification process can be performed more efficiently. Furthermore, reduction rules can highlight potential problems within a net. After applying reduction rules, a correct net can potentially be reduced to a trivial net (just a task with one input and output place) thus making the consequent verification process unnecessary. Those parts of the net that cannot be reduced could indicate problems during execution and close attention should be paid to them. When a net has reset arcs, it cannot be reduced to a trivial net even though it is correct. This is because elements with reset arcs can be combined but cannot be entirely abstracted. In any case, reduction rules enable verification to be performed on a smaller net.

The style of this section is taken from [12]. For sake of clarity, we have taken a two-step approach: first the reduction rule for WF-nets, then the extension for RWF-nets.

We will prove that reduction rules for WF-nets and RWF-nets are soundness preserving. The soundness of WF-nets has been shown to correspond to boundedness and liveness properties of the short-circuited WF-net [2]. Therefore, if a reduction rule for a WF-net preserves boundedness and liveness, then it also preserves soundness. We will show that a reduction rule for a WF-net is boundedness and liveness preserving and hence, it is also soundness preserving. However, soundness of RWF-nets does not correspond to boundedness and liveness. It is possible that an unbounded RWF-net is sound due to the presence of reset arcs. In Figure 2, place $q$ is an unbounded place and therefore, the net is unbounded. Transition $c$ resets both preceding places when it fires. As a result, it is not possible for tokens to be left in either $p$ or $q$ when the net completes. Hence, the net is sound and we cannot prove that a reduction rule for RWF-nets preserves soundness by showing that it preserves boundedness and liveness. Therefore, we will show that reduction rules for RWF-nets preserve soundness by proving that they...
preserve occurrence sequences and hence, preserve the three criteria for soundness: the option to complete, proper completion, and no dead transitions.

Fig. 2. An example of an unbounded RWF-net which is sound.

3.1 Fusion of series places

In this subsection, we first present the Fusion of Series Places Rule for WF-nets ($\phi_{FSP}$) and then extend the rule for RWF-nets ($\phi_{RFS}$) by proposing additional requirements for reset arcs. The $\phi_{FSP}$ rule is based on the Fusion of Series Places rule for Petri nets by Murata [19]. The rule allows for the merging of two sequential places $p$ and $q$ with one transition $t$ in between them into a single place $r$. The rule requires that there is only one output arc from $p$ to $t$, exactly one input $p$ and one output $q$ for $t$, and that there are no direct connections between inputs of $p$ and inputs of $q$. The last requirement ensures that there will only be one arc connecting inputs of $p$ in the original net to the new place $r$ in the reduced net (no weighted arcs). Furthermore, the rule is not applicable to places that are either an input place $i$ or an output place $o$ of the net. See the example in Figure 3 for an application of the $\phi_{FSP}$ rule. The white parts in the figure are the parts being considered in the reduction step. Places $p$ and $q$ have been merged into a new place $r$ in the right net.

Definition 18 (Fusion of Series Places Rule for WF-nets: $\phi_{FSP}$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$, $(N_1, N_2) \in \phi_{FSP}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, two places $p, q \in P_1 \backslash \{i, o\}$, a transition $t \in T_1$, and a place $r \in P_2 \backslash P_1$ such that:

Conditions on $N_1$:

1. $\bullet t = \{p\}$ (p is the only input of t)
2. $t\bullet = \{q\}$ ($q$ is the only output of $t$)
3. $p\bullet = \{t\}$ ($t$ is the only output of $p$)
4. $\bullet p \cap \bullet q = \emptyset$ (any input of $p$ is not an input of $q$ and vice versa)

Construction of $N_2$:

5. $P_2 = (P_1 \setminus \{p, q\}) \cup \{r\}$
6. $T_2 = T_1 \setminus \{t\}$
7. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2))) \cup (((\bullet p \cup \bullet q) \setminus \{t\}) \times \{r\}) \cup (\{r\} \times q \bullet N_1)$

**Theorem 1 (The $\phi_{FSP}$ rule is soundness preserving).** Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{FSP}$. Then $N_1$ is sound iff $N_2$ is sound.

**Proof** The $\phi_{FSP}$ rule is boundedness and liveness preserving [19]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2].

The Fusion of Series Places Rule for RWF-nets ($\phi_{R_{FSP}}$) extends the $\phi_{FSP}$ rule by introducing reset arcs and strengthening the conditions. The rule also allows for the merging of two sequential places $p$ and $q$ with one transition $t$ in between them into a single place $r$. Figure 4 visualises the $\phi_{R_{FSP}}$ rule. The first additional requirement is that the transition $t$ should not have any reset arcs. See Figure 5 for a counter example where $t$ has reset arcs. Transition $t$ can reset place $u$ in the left net but this behaviour is ignored in the right net. Transition sequence $xt$ leads to a deadlock as $t$ will remove a token from $u$ when it fires, and $u$ does not exist in the right net. As a result, the left net is not sound whereas the right net is. The second additional requirement is that the two places must be reset by the same set of transitions (if any). If $p$ and $q$ are not reset
places, then it is clear that the rule holds. If a transition resets place \( p \), it must also resets place \( q \) as we are interested in merging these two places. See Figure 6 for a counter example: transition sequence \( xtyz \) leads to an unsound net on the left (a leftover token in \( q \)), whereas the right net is sound. If all requirements for the \( \phi_{\text{RFS}} \) rule are satisfied, places \( p \) and \( q \) are merged into a new place \( r \) which takes on the same reset arcs as \( p \) and \( q \).

![Fig. 4. Fusion of Series Places Rule for RWF-nets: \( \phi_{\text{RFS}} \)](image)

![Fig. 5. Transition \( t \) resets place \( u \). (Note that the model on the left is not sound while the one on the right is.)](image)

**Definition 19 (Fusion of Series Places Rule for RWF-nets: \( \phi_{\text{RFS}} \)).** Let \( N_1 \) and \( N_2 \) be two RWF-nets, where \( N_1 = (P_1, T_1, F_1, R_1) \) and \( N_2 = (P_2, T_2, F_2, R_2) \). \( (N_1, N_2) \in \)
Fig. 6. Place $p$ is a reset place and place $q$ is not a reset place. (Note that the model on the left is not sound while the one on the right is.)

$\phi^{R}_{FSP}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, two places $p, q \in P_1 \setminus \{i, o\}$, a transition $t \in T_1$, and a place $r \in P_2 \setminus P_1$ such that:

Extension of the $\phi_{FSP}$ rule:

1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{FSP}$ (Note that, by definition, the $i, o, p, q, t, and r$ mentioned in this definition have to coincide with the $i, o, p, q, t, and r$ as mentioned in the definition of $\phi_{FSP}$.)

Conditions on $R_1$:

2. $R_1(t) = \emptyset$ ($t$ does not reset)
3. $R_1^-(p) = R_1^-(q)$ ($p$ and $q$ are being reset by the same transitions)

Construction of $R_2$:

4. $R_2 = \{(z, R_1(z) \cap P_2) | z \in T_2 \cap T_1\} \oplus \{(z, (R_1(z) \cap P_2) \cup \{r\}) | z \in R_1^-(p)\}$.

Next, we show that the $\phi^{R}_{FSP}$ rule is soundness preserving. We first present two lemmas that show that occurrence sequences in $N_1$ and $N_2$ correspond to one another. These lemmas are then used to prove that the $\phi^{R}_{FSP}$ rule preserves the three criteria of soundness: the option to complete, proper completion, and dead transitions.

Lemma 1 (Under the $\phi^{R}_{FSP}$ rule, sequences in $N_1$ correspond to sequences in $N_2$).
Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{FSP}^{R}$, let $\sigma_1 \in T_1^*$ and $M_1 \in M(N_1)$ be such that $\iota \rightarrow M_1$, and $\sigma_2 = \alpha(\sigma_1)$, where $\alpha \in T_1^* \rightarrow T_2^*$ is defined as follows:

$\oplus$ represents function override where $f : A \rightarrow B$, $f' = f \oplus \{(a, b)\}$ returns $f' = f \cup \{(a, b)\}$ if $a \notin \text{dom} f$ and $f' = f \setminus \{(a, f(a))\} \cup \{(a, b)\}$ if $a \in \text{dom} f$. 

11
Assume the theorem holds for some \( \beta \). By induction on the length of \( \beta \).

\[
M_2(r) = M_1(p) + M_1(q) \quad \text{and} \quad M_2(x) = M_1(x) \quad \text{for every } x \in P_2 \setminus \{r\}.
\]

**Proof** By induction on the length of \( \sigma_1 \).

**Base** Assume \( \sigma_1 = \epsilon \). Clearly, \( i^{N_2, \sigma_2} i \) and also \( i^{N_1, \sigma_1} i \).

**Step** Assume the theorem holds for some \( \sigma_1 \), let \( M_1 \) be such that \( i^{N_1, \sigma_1} M_1 \), and let \( M_2 \) be such that \( i^{N_2, \alpha(\sigma_1)} M_2 \). We prove that it also holds if we extend \( \sigma_1 \) by one transition.

- First, assume that we extend \( \sigma \) by \( t \). It is easy to see that this extension does not have any effect on \( \alpha(\sigma_1) \). Therefore, we need to prove that firing \( t \) does not violate the where-clause (i.e., \( M_2(r) = M_1(p) + M_1(q) \) and \( M_2(x) = M_1(x) \) for every \( x \in P_2 \setminus \{r\} \)). As \( t \) moves only one token from \( p \) to \( q \) and does not reset any place, this is straightforward.

- Second, assume that we extend \( \sigma \) by an \( x \in P_1 \setminus \{t\} \). First, we need to prove that \( M_2(x) \) in \( N_2 \). As \( r \) contains at least as many tokens as \( q \), and \( M_2(x) = M_1(x) \) for every \( x \in P_2 \setminus \{r\} \), we conclude that this is indeed the case. Next, we need to prove that firing \( x \) in both nets does not violate the where-clause. This is straightforward as well, as any transition that adds a token to \( p \) also adds a token to \( r \) and any transition that removes a token from \( q \) also removes a token from \( r \), and the remaining transitions are identical.

\[
\square
\]

**Lemma 2 (Under the \( \phi_{RSP}^R \) rule, sequences in \( N_2 \) correspond to sequences in \( N_1 \)).** Let \( N_1 \) and \( N_2 \) be two RWF-nets such that \( (N_1, N_2) \in \phi_{RSP}^R \), let \( \sigma_2 \in T_2^* \) and \( M_2 \in \mathcal{M}(N_2) \) be such that \( i^{N_2, \sigma_2} M_2 \), and \( \sigma_1 = \beta(\sigma_2) \), where \( \beta \in T_2^* \rightarrow T_1^* \) is defined as follows:

- \( \beta(\epsilon) = \epsilon \),
- \( \beta(x\sigma) = xt\beta(\sigma) \), if \( p \notin x \), and
- \( \beta(x\sigma) = x\beta(\sigma) \), if \( p \in x \).

Thus, \( \beta \) introduces an extra \( t \) whenever place \( p \) is marked. As a result, place \( p \) is unmarked as soon as possible. Then \( i^{N_1, \sigma_1} M_1 \), where \( M_1(p) = 0 \), \( M_1(q) = M_2(r) \) and \( M_1(x) = M_2(x) \) for every \( x \in P_1 \setminus \{p, q\} \).

**Proof** By induction on the length of \( \sigma_2 \).

**Base** Assume \( \sigma_2 = \epsilon \). Clearly, \( i^{N_2, \epsilon} i \) and also \( i^{N_1, \epsilon} i \).

**Step** Assume the theorem holds for some \( \sigma_2 \), let \( M_2 \) be such that \( i^{N_2, \sigma_2} M_2 \), and let \( M_1 \) be such that \( i^{N_1, \beta(\sigma_2)} M_1 \). We prove that it also holds if we extend \( \sigma_2 \) by one transition.
First, assume that we extend $\sigma$ by an $x$ such that $p \in x \cdot \star$. It is obvious that $M_1(x)$ in $N_1$, and that afterwards $t$ is also enabled. Furthermore, both $x$ and $t$ do not violate the where-clause (i.e., where $M_1(p) = 0$, $M_1(q) = M_2(r)$ and $M_1(x) = M_2(x)$ for every $x \in P \setminus \{p, q\}$.

Second, assume that we extend $\sigma$ by an $x$ such that $p \not\in x \cdot \star$. Again it is obvious that $M_1(x)$ in $N_1$, and that $x$ does not violate the where clause.

**Theorem 2** (The $\phi_{RFS}^R$ rule preserves the option to complete). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{RFS}^R$. Then $N_1$ has the option to complete iff $N_2$ has the option to complete.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 1 and 2.

$\Rightarrow$ Assume that $N_2$ does not have the option to complete, that is, there exists some $M_2 \in N_2[\sigma_2]$ such that $\sigma_2 \not\in N_2[M_2]$. Thus, there exists a $\sigma_2 \in T_2^*$ such that $N_2, \sigma_2 \rightarrow M_2$ but no $\sigma'_2 \in T_2^*$ exists such that $N_2, \sigma'_2 \rightarrow o$. As a result, $N_1, \beta(\sigma_2) \rightarrow M_1$ for a well-defined $M_1$. Now assume that $N_1$ does have the option to complete. As a result, there exists a $\sigma_1$ such that $N_1, \beta(\sigma_2) \sigma_1 \rightarrow o$. But then $N_2, \alpha(\beta(\sigma_2) \sigma_1) \rightarrow o$, which contradicts the assumption that no $\sigma'_2 \in T_2^*$ exists such that $M_2, \sigma'_2 \rightarrow o$. Thus, $N_1$ does not have the option to complete.

$\Leftarrow$ Similar to $\Rightarrow$.

**Theorem 3** (The $\phi_{RFS}^R$ rule preserves proper completion). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{RFS}^R$. Then $N_1$ has proper completion iff $N_2$ has proper completion.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 1 and 2.

$\Rightarrow$ Assume that $N_2$ does not have proper completion, that is there exists some $M_2 \in N_2[\sigma_2]$ such that $M_2 > o$. Thus, there exists a $\sigma_2 \in T_2^*$ such that $N_2, \sigma_2 \rightarrow o$. Then $i, N_1, \beta(\sigma_2) \rightarrow M_1$ such that $M_1 > o$, and $N_1$ does not have proper completion.

$\Leftarrow$ Similar to $\Rightarrow$.

**Theorem 4** (The $\phi_{RFS}^R$ rule preserves dead transitions). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{RFS}^R$. Then $N_1$ contains dead transitions iff $N_2$ contains dead transitions.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 1 and 2.
⇒ Assume that $N_2$ contains no dead transitions, that is, for every $t_2 \in T_2$ there exists some $M_2 \in N_2[i]$ such that $M_2 \geq N^\ast t_2$. Let $t_2$ be an arbitrary transition from $T_2$, and let $M_2 \in N_2[i]$ be such that $M_2 \geq N^\ast t_2$. Then there exists a $\sigma_2 \in T_2^\ast$ such that $i \cdot N^\ast_2 \cdot t_2$. As a result, $i \cdot N^\ast_1 \cdot N^\ast_2 \cdot t_2$. As $T_2 = T_1 \cup \{t\}$, only transition $t$ can still be dead. However, $t$ can only be dead if all transitions that mark $p$ are dead, and these transitions exist (as $p \neq i$).

⇐ Assume that $N_1$ contains no dead transitions, that is, for every $t_1 \in T_1$ there exists some $M_1 \in N_1[i]$ such that $M_1 \geq N^\ast t_1$. Let $t_1$ be an arbitrary transition from $T_1$ excluding $t$, and let $M_1 \in N_1[i]$ be such that $M_1 \geq N^\ast t_1$. Then there exists a $\sigma_1 \in T_1^\ast$ such that $i \cdot N^\ast_1 \cdot \sigma_1$. As a result, $i \cdot N^\ast_2 \cdot \sigma_1 \cdot t_2$. Thus, $N_2$ contains no dead transitions.

Theorem 5 (The $\phi^{FS}_{FST}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi^{FS}_{FST}$. $N_1$ is sound iff $N_2$ is sound.

Proof Follows from theorems 2, 3, and 4.

3.2 Fusion of series transitions

In this subsection, we first present Fusion of Series Transitions Rule for WF-nets ($\phi^{FS}_{FST}$) and then extend the rule for RWF-nets ($\phi^{FS}_{FST}$) by proposing additional requirements for reset arcs. The $\phi^{FS}_{FST}$ rule is based on the Fusion of Series Transitions rule for Petri nets by Murata [19]. The rule allows for the merging of two sequential transitions $t$ and $u$ with one place $p$ in between these two transitions into only one transition $v$. The rule requires that there is only one input $t$ and output $u$ for the place $p$, $p$ is the only input of $u$, and there are no direct connections between outputs of $t$ and outputs of $u$. The last requirement ensures that there will only be one arc connecting the new transition $v$ to outputs of $t$ in the reduced net. See the example in Figure 7 for an application of the $\phi^{FS}_{FST}$ rule. Transitions $t$ and $u$ have been merged into a new transition $v$ in the right net. Note that transitions $u$ and $x$ cannot be merged as $x$ has two input places ($q$ and $r$).

Definition 20 (Fusion of Series Transitions Rule for WF-nets: $\phi^{FS}_{FST}$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi^{FS}_{FST}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, a place $p \in P_1$, two transitions $t, u \in T_1$, and a transition $v \in T_2 \setminus T_1$ such that:

Conditions on $N_1$:

1. $\bullet p = \{t\}$ (t is the only input of $p$)
2. $\bullet u = \{p\}$ ($p$ is the only output of $u$)
3. $t \bullet u = \varnothing$ (any output of $t$ is not an output of $u$ and vice versa)
Fig. 7. Reduction of a WF-net using the $\phi_{\text{FST}}$ rule

Construction of $N_2$:

5. $P_2 = P_1 \setminus \{p\}$
6. $T_2 = (T_1 \setminus \{t, u\}) \cup \{v\}$
7. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2))) \cup (\{t\} \times \{v\}) \cup (\{v\} \times ((t, u) \cup \{p\})

Theorem 6 (The $\phi_{\text{FST}}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{\text{FST}}$. Then $N_1$ is sound iff $N_2$ is sound.

Proof The $\phi_{\text{FST}}$ rule is boundedness and liveness preserving [19]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2].

The Fusion of Series Transitions Rule for RWF-nets ($\phi_{\text{FST}}^R$) extends the $\phi_{\text{FST}}$ rule by introducing reset arcs. The rule also allows for the merging of two sequential transitions $t$ and $u$ with one place $p$ in between them into a single transition $v$. Figure 8 visualises the $\phi_{\text{FST}}^R$ rule. Additional requirements (required to allow for reset arcs) are that place $p$ and output places of $u$ should not be source of any reset arcs and transition $u$ should not reset any place. The rule allows reset arcs from transition $t$ and these arcs will be assigned to the new transition $v$ in the reduced net. Figure 9 shows a counter example where $p$ is a reset place: transition sequence $tx$ leads to a deadlock, which does not exist in the other net. Figure 10 shows a counter example where transition $u$ has reset arcs: transition sequence $tu$ leads to a deadlock, which does not exist in the other net. Figure 11 shows a counter example where the postset of $u$ contains a reset place: transition sequence $txu$ results in two tokens in place $r$, which is not possible in the right net. As a result, the left net is not sound whereas the right net is.
Definition 21 (Fusion of Series Transitions Rule for RWF-nets: $\phi^{R}_{\text{FST}}$). Let $N_1$ and $N_2$ be two RWF-nets, where $N_1 = (P_1, T_1, F_1, R_1)$ and $N_2 = (P_2, T_2, F_2, R_2)$. $(N_1, N_2) \in \phi^{R}_{\text{FST}}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, a place $p \in P_1$, two transitions $t, u \in T_1$, and a transition $v \in T_2 \setminus T_1$ such that:

Extension of the $\phi_{\text{FST}}$ rule:

1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{\text{FST}}$ (Note that, by definition, the $t$, $u$, $v$, and $p$ mentioned in this definition have to coincide with the $t$, $u$, $v$, and $p$ as mentioned in the definition of $\phi_{\text{FST}}$.)

Conditions on $R_1$:

2. $R_1^{-}(p) = \emptyset$ (p is not a reset place)
3. $R_1(u) = \emptyset$ (u does not reset)
4. for all $q \in u^*$: $R_1^{-}(q) = \emptyset$ (any output place of u is not a reset place)
Fig. 10. Transition $u$ resets a place that is effected by transition $t$. (Note that the model on the left is not sound while the one on the right is.)

Fig. 11. The postset of transition $u$ contains a reset place. (Note that the model on the left is not sound while the one on the right is.)
Construction of $R_2$:

5. \( R_2 = \{(z, R_1(z))|z \in T_2 \cap T_1\} \cup \{(v, R_1(t))\} \)

We now present two lemmas that show that occurrence sequences in \( N_1 \) and \( N_2 \) correspond to one another. These lemmas are then used to prove that the \( \phi_{\text{FST}}^R \) rule preserves the three criteria of soundness: the option to complete, proper completion, and dead transitions.

**Lemma 3 (Under the \( \phi_{\text{FST}}^R \) rule, sequences in \( N_1 \) correspond to sequences in \( N_2 \)).** Let \( N_1 \) and \( N_2 \) be two RWF-nets such that \( (N_1, N_2) \in \phi_{\text{FST}}^R \), let \( \sigma_1 \in T_1^* \) and \( M_1 \in M(N_1) \) be such that \( i \overset{N_1,\sigma_1}{\rightarrow} M_1 \), and \( \sigma_2 = \alpha(\sigma_1) \), where \( \alpha \in T_1^* \rightarrow T_2^* \) is defined as follows:

- \( \alpha(\epsilon) = \epsilon \)
- \( \alpha(\tau s) = v\alpha(s) \)
- \( \alpha(s t) = \alpha(s) \), and
- \( \alpha(s x t) = x\alpha(s) \), where \( x \in T_1 \setminus \{i, u\} \).

Thus, \( \alpha \) removes every occurrence of \( u \) from the sequence, and replaces every occurrence of \( t \) with \( v \). Then \( i \overset{N_2,\sigma_2}{\rightarrow} M_2 \), where \( M_2(x) = M_1(x) + M_1(p) \) for every \( x \in v^N_2 \) and \( M_2(x) = M_1(x) \) for every \( x \notin v^N_2 \).

**Proof** By induction on the length of \( \sigma_1 \).

**Base** Assume \( \sigma_1 = \epsilon \). Clearly, \( i \overset{N_1,\epsilon}{\rightarrow} i \) and also \( i \overset{N_2,\epsilon}{\rightarrow} i \).

**Step** Assume the theorem holds for some \( \sigma_1 \), let \( M_1 \) be such that \( i \overset{N_1,\sigma_1}{\rightarrow} M_1 \), and let \( M_2 \) be such that \( i \overset{N_2,\alpha(\sigma_1)}{\rightarrow} M_2 \). We prove that it also holds if we extend \( \sigma_1 \) by one transition.

- First, assume that we extend \( \sigma \) by \( t \). \( t \) and \( v \) have the same preset, thus we can extend \( \alpha(s) \) by \( v \). \( t \) adds a token to place \( p \), whereas \( v \) adds tokens to its postset, which does not violate the where-clause.
- Second, assume that we extend \( \sigma \) by \( u \). It is obvious that \( v \) does not violate the where-clause.
- Third, assume that we extend \( \sigma \) by \( x \), where \( x \in P_1 \setminus \{i, u\} \). As all places in \( N_2 \) contains at least as many tokens as their counterparts in \( N_1 \) (the where-clause), we know that \( x \) is enabled in \( N_2 \) as well. Furthermore, \( x \) does not violate the where-clause.

\( \blacksquare \)

**Lemma 4 (Under the \( \phi_{\text{FST}}^R \) rule, sequences in \( N_2 \) correspond to sequences in \( N_1 \)).** Let \( N_1 \) and \( N_2 \) be two RWF-nets such that \( (N_1, N_2) \in \phi_{\text{FST}}^R \), let \( \sigma_2 \in T_2^* \) and \( M_2 \in M(N_2) \) be such that \( i \overset{N_2,\sigma_2}{\rightarrow} M_2 \), and \( \sigma_1 = \beta(\sigma_2) \), where \( \beta \in T_2^* \rightarrow T_1^* \) is defined as follows:

- \( \beta(\epsilon) = \epsilon \),
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– $\beta(v\sigma) = tu\beta(\sigma)$, and
– $\beta(x\sigma) = x\beta(\sigma)$, if $x \in T_2 \setminus \{v\}$.

Thus, $\beta$ replaces every occurrence of $v$ with $tu$. Then $i^{N_1,\sigma_1} \xrightarrow{} M_1$, where $M_1(p) = 0$ and $M_1(x) = M_2(x)$ for every $x \in P_1 \setminus \{p\}$.

**Proof** By induction on the length of $\sigma_2$.

**Base** Assume $\sigma_2 = \epsilon$. Clearly, $i^{N_2,\epsilon} \xrightarrow{} i$ and also $i^{N_1,\epsilon} \xrightarrow{} i$.

**Step** Assume the theorem holds for some $\sigma_2$, let $M_2$ be such that $i^{N_1,\beta(\sigma_2)} \xrightarrow{} M_1$. We prove that it also holds if we extend $\sigma_2$ by one transition.

– First, assume that we extend $\sigma$ by $v$. It is obvious that $M_1(t)$ in $N_1$, and that afterwards $u$ is also enabled. Furthermore, the combination $tu$ and $v$ does not violate the where-clause.

– Second, assume that we extend $\sigma$ by $x$ such that $x \in T_2 \setminus \{v\}$. Again it is obvious that $M_1(x)$ in $N_1$, and that $x$ does not violate the where-clause.


\[\blacksquare\]

**Theorem 7** (The $\phi^R_{\text{FST}}$ rule preserves the option to complete). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi^R_{\text{FST}}$. Then $N_1$ has the option to complete iff $N_2$ has the option to complete.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 3 and 4. The proof is similar to the proof of Theorem 2, but with different $\alpha$ and $\beta$. \[\blacksquare\]

**Theorem 8** (The $\phi^R_{\text{FST}}$ rule preserves proper completion). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi^R_{\text{FST}}$. Then $N_1$ has proper completion iff $N_2$ has proper completion.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 3 and 4. The proof is similar to the proof of Theorem 3, but with different $\alpha$ and $\beta$. \[\blacksquare\]

**Theorem 9** (The $\phi^R_{\text{FST}}$ rule preserves dead transitions). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi^R_{\text{FST}}$. Then $N_1$ has proper completion iff $N_2$ has proper completion.

**Proof** Let $\alpha$ and $\beta$ be as defined in lemmas 3 and 4. The proof is similar to the proof of Theorem 4, but with different $\alpha$ and $\beta$. \[\blacksquare\]

**Theorem 10** (The $\phi^R_{\text{FST}}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi^R_{\text{FST}}$. $N_1$ is sound iff $N_2$ is sound.

**Proof** Follows from theorems 7, 8, and 9. \[\blacksquare\]
3.3 Fusion of parallel places

In this subsection, we first present Fusion of Parallel Places Rule for WF-nets (φ_{FPP}) and then extend the rule for RWF-nets (φ_{RFP}) by proposing additional requirements for reset arcs. The φ_{FPP} rule is a generalization of the Fusion of Parallel Places rule for Petri nets by Murata [19]. The rule allows for the merging of multiple places (at least two) with the same inputs and outputs into a single place q. See the example in Figure 12 for an application of the φ_{FPP} rule. Places $p_1$ and $p_2$ have the same input set $\{t_1, t_2, t_3\}$ and the same output set $\{x_1, x_2\}$. The reduced net contains a new place $q$ that has the same input and output sets as places $p_1$ and $p_2$.

![Example of Fusion of Parallel Places Rule](image_url)

**Definition 22 (Fusion of Parallel Places Rule for WF-nets: φ_{FPP}).**

Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in φ_{FPP}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q \subseteq P_1$ where $|Q| \geq 2$ and a place $q \in P_2 \setminus P_1$ such that:

**Conditions on $N_1$:**

1. for all $px, py \in Q : px = py$ (input transitions for all places in $Q$ are identical)
2. for all $px, py \in Q : px \bullet = py \bullet$ (output transitions for all places in $Q$ are identical)
Construction of $N_2$:
3. $P_2 = (P_1 \setminus Q) \cup \{q\}$
4. $T_2 = T_1$
5. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2))) \cup (\times p \times \{q\}) \cup (\{q\} \times p^{\times})$ where $p \in Q$

Theorem 11 (The $\phi_{FPP}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{FPP}$. Then $N_1$ is sound iff $N_2$ is sound.

Proof The $\phi_{FPP}$ rule is boundedness and liveness preserving [19]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2].

The Fusion of Parallel Places Rule for RWF-nets ($\phi^R_{FPP}$) extends the $\phi_{FPP}$ rule by introducing reset arcs. The rule also allows for the merging of places in $Q$ (i.e., $p_1$ to $p_L$) that have the same inputs and outputs into a single place $q$. The additional requirement is that these places are reset by the same set of transitions. If none of the places are reset places, then it is obvious that the rule holds. If one is a reset place, then other places should also be reset by the same set of transitions. Figure 13 visualises the $\phi^R_{FPP}$ rule. As all places in $Q = \{p_1, \ldots, p_L\}$ have the same input, output and reset arcs, these identical places can be merged into a single place while preserving the soundness property. Place $q$ in the reduced net has the same input, output and reset arcs as any place in $Q$.

Fig. 13. Fusion of Parallel Places Rule for RWF-nets: $\phi^R_{FPP}$.

Definition 23 (Fusion of Parallel Places Rule for RWF-nets: $\phi^R_{FPP}$). Let $N_1$ and $N_2$ be two RWF-nets, where $N_1 = (P_1, T_1, F_1, R_1)$ and $N_2 = (P_2, T_2, F_2, R_2)$. $(N_1, N_2) \in \phi^R_{FPP}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q \subseteq P_1$ where $|Q| \geq 2$ and a place $q \in P_2 \setminus P_1$ such that:

Extension of the $\phi_{FPP}$ rule:
1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{FPP}$ (Note that, by definition, the $i$, $o$, $Q$, and $q$ mentioned in this definition have to coincide with the $i$, $o$, $Q$, and $q$ as mentioned in the definition of $\phi_{FPP}$.)
Condition on $R_1$:
2. for all $px, py \in Q : R_1^-(px) = R_1^-(py)$ (all places in $Q$ are being reset by the same transitions)

Construction of $R_2$:
3. $R_2 = \{(z, R_1(z) \cap P_2) | z \in T_2 \cap T_1 \} \oplus \{(z, (R_1(z) \cap P_2) \cup \{q\}) | z \in R_1^-(p) \land p \in Q\}$

Theorem 12 (The $\phi_{\text{RFFP}}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{\text{RFFP}}$. $N_1$ is sound iff $N_2$ is sound.

Proof It is easy to see that the state spaces of both nets are identical, except that the markings differ: A marking in the state space of $N_1$ contains places $Q$, and every one of them contains $n$ tokens, whereas a marking in the state space of $N_2$ contains one place $q$ which contains $n$ tokens.

3.4 Fusion of parallel transitions

In this subsection, we first present Fusion of Parallel Transitions Rule for WF-nets ($\phi_{\text{FPT}}$) and then extend the rule for RWF-nets ($\phi_{\text{RFPT}}$) by proposing additional requirements for reset arcs. The $\phi_{\text{FPT}}$ rule is a generalization of the Fusion of Parallel Transitions rule for Petri nets by Murata [19]. The rule allows for the merging of multiple transitions (at least two) that have the same inputs and outputs into a single transition. See the example in Figure 14 for an application of the $\phi_{\text{FPT}}$ rule. Transitions $t_1$ and $t_2$ have the same input set $\{p_1, p_2, p_3\}$ and the same output set $\{x_1, x_2\}$. The reduced net contains a new transition $v$ that has the same input and output sets as $t_1$ and $t_2$.

![Fig. 14. Reduction of a WF-net using the $\phi_{\text{FPT}}$ rule](image-url)
Definition 24 (Fusion of Parallel Transitions Rule for WF-nets: $\phi_{FPT}$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi_{FPT}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, transitions $V \subseteq T_1$ where $|V| \geq 2$, and a transition $v \in T_2 \setminus T_1$ such that:

Conditions on $N_1$:

1. for all $tx, ty \in V : \bullet tx = \bullet ty$ (input places for all transitions in $V$ are identical)
2. for all $tx, ty \in V : tx\bullet = ty\bullet$ (output places for all transitions in $V$ are identical)

Construction of $N_2$:

3. $P_2 = P_1$
4. $T_2 = (T_1 \setminus V) \cup \{v\}$
5. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2))) \cup (\{v\} \times \cdot t) \cup (t \cdot t \times \{v\})$ where $t \in V$

Theorem 13 (The $\phi_{FPT}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{FPT}$. Then $N_1$ is sound iff $N_2$ is sound.

Proof The $\phi_{FPT}$ rule is boundedness and liveness preserving [19]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2].

The Fusion of Parallel Transitions Rule for RWF-nets ($\phi_{RFT}$) extends the $\phi_{FPT}$ rule by introducing reset arcs. The rule allows for the merging of transitions $V$ (i.e., $t_1$ to $t_L$) that have the same inputs and outputs into a single transition $v$. The additional requirement is that these transitions should reset the same set of places (if any). If no transition has reset arcs, then it is obvious that the rule holds. If one transition resets a place, then other transitions must also reset the same place. Figure 15 visualises the $\phi_{RFT}$ rule. As all transitions in $V = \{t_1, ..., t_L\}$ now have the same input, output and reset arcs, these identical transitions could be merged into a single transition while preserving the soundness property. Transition $v$ in the reduced net has the same input, output and reset arcs as any transition $t \in V$.

![Fig. 15. Fusion of Parallel Transitions Rule for RWF-nets: $\phi_{RFT}$](image-url)
Definition 25 (Fusion of Parallel Transitions Rule for RWF-nets: $\phi_{\text{RFP}}$). Let $N_1$ and $N_2$ be two RWF-nets, where $N_1 = (P_1, T_1, F_1, R_1)$ and $N_2 = (P_2, T_2, F_2, R_2)$. $(N_1, N_2) \in \phi_{\text{RFP}}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, transitions $V \subseteq T_1$ where $|V| \geq 2$, and a transition $v \in T_2 \setminus T_1$ such that:

Extension of the $\phi_{\text{FPT}}$ rule:

1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{\text{FPT}}$ (Note that, by definition, the $i, o, V, v$ mentioned in this definition have to coincide with the $i, o, V, v$ as mentioned in the definition of $\phi_{\text{FPT}}$.)

Condition on $R_1$:

2. for all $tx, ty \in V : R_1(tx) = R_1(ty)$ (all transitions in $V$ reset the same places)

Construction of $R_2$:

3. $R_2 = \{(z, R_1(z))|z \in T_2 \cap T_1\} \cup \{(v, R_1(z))|z \in V\}$

Theorem 14 (The $\phi_{\text{RFP}}$ rule is soundness preserving.). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{\text{RFP}}$. $N_1$ is sound iff $N_2$ is sound.

Proof It is obvious that the state spaces of both nets are identical, except that some edges differ: where the state space of $N_1$ contains edges for transitions $t_1$ up to $t_L$, the state space of $N_2$ only contains one edge for transition $v$.

3.5 Elimination of self-loop transitions

In this subsection, we first present Elimination of Self-Loop Transitions Rule for WF-nets ($\phi_{\text{ELT}}$) and then extend the rule for RWF-nets ($\phi_{\text{RELT}}$) by proposing additional requirements for reset arcs. The $\phi_{\text{ELT}}$ rule is based on the Elimination of Self-Loop Transitions rule for Petri nets by Murata [19]. The rule allows the removal of a self-loop transition. A self-loop transition is one that has one input place which is also the only output place of the transition. See the example in Figure 16 for an application of the $\phi_{\text{ELT}}$ rule. Transition $t$ has been abstracted from in the reduced net as $p$ is the only input place and the only output place of $t$.

Definition 26 (Elimination of Self-Loop Transitions for WF-nets: $\phi_{\text{ELT}}$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi_{\text{ELT}}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, a place $p \in P_1 \cap P_2$, and a transition $t \in T_1$ such that:

Conditions on $N_1$:

1. $\bullet t = \{p\}$ ($p$ is the only input place of $t$)
2. $t\bullet = \{p\}$ ($p$ is the only output place of $t$)
Fig. 16. Reduction of a WF-net using the $\phi_{ELT}$ rule

Construction of $N_2$:

3. $P_2 = P_1$
4. $T_2 = T_1 \setminus \{t\}$
5. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2)))$

Theorem 15 (The $\phi_{ELT}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{ELT}$. Then $N_1$ is sound iff $N_2$ is sound.

Proof The $\phi_{ELT}$ rule is boundedness and liveness preserving [19]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2].

The Elimination of Self-Loop Transitions Rule for RWF-nets ($\phi^{R}_{ELT}$) extends the $\phi_{ELT}$ rule by introducing reset arcs. The rule also allows removal of a transition $t$ which has a single place as its input and its output. The additional requirement is that transition $t$ has no reset arcs. Figure 17 visualises the $\phi^{R}_{ELT}$ rule.

Fig. 17. Elimination of Self-Loop Transitions Rule for RWF-nets: $\phi^{R}_{ELT}$
Definition 27 (Elimination of Self-Loop Transitions Rule for RWF-nets: $\phi_{\text{ELT}}^R$). Let $N_1$ and $N_2$ be two RWF-nets, where $N_1 = (P_1, T_1, F_1, R_1)$ and $N_2 = (P_2, T_2, F_2, R_2)$. 

$(N_1, N_2) \in \phi_{\text{ELT}}^R$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, a place $p \in P_1 \cap P_2$, and a transition $t \in T_1$ such that:

Extension of the $\phi_{\text{ELT}}$ rule:

1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{\text{ELT}}$ (Note that, by definition, the $i$, $o$, $t$, and $p$ mentioned in this definition have to coincide with the $i$, $o$, $t$, and $p$ as mentioned in the definition of $\phi_{\text{ELT}}$.)

Condition on $R_1$:

2. $R_1(t) = \emptyset$ (t does not reset)

Construction of $R_2$:

3. $R_2 = \{(z, R_1(z)) | z \in T_2 \cap T_1\}$

Theorem 16 (The $\phi_{\text{ELT}}^R$ rule is soundness preserving). Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_{\text{ELT}}^R$. $N_1$ is sound iff $N_2$ is sound.

Proof It is obvious that the state spaces of both nets are identical, except that the state space of $N_1$ contains additional self-edges. Furthermore, it is clear that $t$ can only be dead if every transition that marks $p$ is dead. Therefore, removing $t$ preserves dead transitions.

We have presented five reduction rules for RWF-nets based on the reduction rules defined by Murata [19]. We have omitted the sixth rule, “Elimination of Self-Loop Places” as this rule requires a place to be marked in an initial marking of a net. For WF-nets and RWF-nets, this is not possible as the input place $i$ is the only place that could be marked in an initial marking. By definition, $i$ cannot be a self-loop (i.e., it cannot have any incoming arcs $\bullet i = \emptyset$) and therefore, this rule is not applicable to WF-nets and RWF-nets. In addition to the “Murata rules” we also present some additional rules. These rules turn out to be particularly useful when reducing YAWL models.

3.6 Fusion of equivalent subnets

In this subsection, we first present Fusion of Equivalent Subnets Rule for WF-nets ($\phi_{\text{FES}}$) and then extend the rule for RWF-nets ($\phi_{\text{FES}}^R$) by proposing additional requirements for reset arcs. The $\phi_{\text{FES}}$ rule allows removal of multiple identical subnets by replacing them with only one subnet. The rule requires that pairs of transitions have the same input and output places. See the example in Figure 18 for an application of the $\phi_{\text{FES}}$ rule. The set of transitions $V_1$ has been merged into $v_3$. The set of transitions $V_2$ has been merged into $v_4$, and places in $Q_2$ have been merged into one place $r$. Note that the name of the rule may be a bit misleading. This rule only applies to subnets having the structure shown in Figure 18. The reason that this rule has been added is that it is very effective in reducing YAWL models (cf. [31]).
Fig. 18. Reduction of a WF-net using the $\phi_{\text{FES}}$ rule
Definition 28 (Fusion of Equivalent Subnets Rule for WF-nets: $\phi_{FES}$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi_{FES}$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q_1, Q_3 \subseteq P_1 \cap P_2$, $Q_2 \subseteq P_1$ where $|Q_2| \geq 2$, $r \in P_2 \setminus P_1$, transitions $V_1, V_2 \subseteq T_1$, and $V_3, V_4 \subseteq T_2 \setminus T_1$ such that:

Conditions on $N_1$:
1. $V_1 = \{v_1^{i,q_2}| q_1 \in Q_1 \wedge q_2 \in Q_2\}$ (every transition of $V_1$ is of the form $v_1^{i,q_2}$)
2. $V_2 = \{v_2^{o,q_3}| q_2 \in Q_2 \wedge q_3 \in Q_3\}$ (every transition of $V_2$ is of the form $v_2^{o,q_3}$)
3. for all $p \in Q_2 : \bullet p \subseteq V_1 \wedge \bullet p \subseteq V_2$ (preset and postset of all places in $Q_2$ are from $V_1$ and $V_2$ respectively)
4. for all $v_1^{i,q_2} \in V_1 \setminus \{v_1^{i,q_2}| q_1 \wedge v_1^{i,q_2} \wedge q_1 = \{q_2\}$ (preset of $v_1^{i,q_2}$ is $q_1$ and
5. for all $v_2^{o,q_3} \in V_2 \setminus \{v_2^{o,q_3}| q_2 \wedge v_2^{o,q_3} \wedge q_2 = \{q_3\}$ (preset of $v_2^{o,q_3}$ is $q_2$ and

Construction of $N_2$:
6. $P_2 = (P_1 \setminus Q_2) \cup \{r\}$
7. $T_2 = (T_1 \setminus (V_1 \cup V_2)) \cup (V_3 \cup V_4)$ where $V_3 = \{v_3^{i,r}| q_1 \in Q_1\}$ and $V_4 = \{v_4^{o,q_3}| q_3 \in Q_3\}$
8. $F_2 = (F_1 \cap \{(P_2 \times T_2) \cup (T_2 \times P_2)\}) \cup (V_3 \times \{r\}) \cup \{(r) \times V_4\} \cup \{(q_1, v_3^{i,r})| q_1 \in Q_1 \wedge v_3^{i,r} \in V_3\} \cup \{(v_4^{o,q_3}, q_3)| q_3 \in Q_3 \wedge v_4^{o,q_3} \in V_4\}$

Theorem 17 (The $\phi_{FES}$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_{FES}$. $N_1$ is sound if $N_2$ is sound.

Proof: The state spaces of both nets are comparable, such that where the state space of $N_1$ contains edges for transitions in $V_1$, the state space of $N_2$ only contains edges for transitions in $V_2$. Similarly, the set of transitions $V_2$ in $N_1$ is now $V_4$ in $N_2$. The set of places $Q_3$ has been replaced with $r$.

The Fusion of Equivalent Subnets Rule for WF-nets ($\phi_{FES}$) extends the $\phi_{FES}$ rule by introducing reset arcs. The rule allows the removal of multiple identical subnets by replacing them with only one subnet. Additional requirements are that all places in $Q_2$ are reset by the same set of transitions and all transition pairs in $V_1$ and $V_3$ also reset the same places. Figure 19 visualises the $\phi_{FES}$ rule.

Definition 29 (Fusion of Equivalent Subnets Rule for WF-nets: $\phi_{FES}^R$). Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi_{FES}^R$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q_1, Q_3 \subseteq P_1 \cap P_2$, $Q_2 \subseteq P_1$ where $|Q_2| \geq 2$, $r \in P_2 \setminus P_1$, transitions $V_1, V_2 \subseteq T_1$, and $V_3, V_4 \subseteq T_2 \setminus T_1$ such that:

Extension of the $\phi_{FES}$ rule:
1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_{FES}$ (Note that, by definition, the i, o, $Q_1$, $Q_2$, $Q_3$, $V_1$, $V_2$, $V_3$, and $V_4$ mentioned in this definition have to coincide with the i, o, $Q_1$, $Q_2$, $Q_3$, $V_1$, $V_2$, $V_3$, and $V_4$ as mentioned in the definition of $\phi_{FES}$.)
Condition on \( R_1 \): 

2. for all \( q_1 \in Q_1 \) and \( q_2, q'_2 \in Q_2 : R(v_{q_1,q_2}) = R(v_{q_1,q'_2}) \) (transitions in \( V_1 \) that have the same input set should also have the same reset arcs)

3. for all \( q_3 \in Q_3 \) and \( q_2, q'_2 \in Q_2 : R(v_{q_2,q_3}) = R(v_{q'_2,q_3}) \) (transitions in \( V_2 \) that have the same output set should also have the same reset arcs)

4. for all \( q_2, q'_2 \in Q_2 \): \( R\leftarrow(q_2) = R\leftarrow(q'_2) \) (places in \( Q_2 \) are reset by the same set of transitions)

Construction of \( R_2 \):

5. \( R_2 = \{(z, R_1(z) \cap P_2) | z \in T_2 \cap T_1 \} \)
\( \oplus \{(z, (R_1(z) \cap P_2) \cup \{r\}) | z \in R_1^{-1}(q_2) \land q_2 \in Q_2 \} \)
\( \cup \{v_{q_1,q_2}, R_1(v_{q_1,q_2} \cap P_2) | q_1 \in Q_1 \land q_2 \in Q_2 \} \)
\( \cup \{v_{q_2,q_3}, R_1(v_{q_2,q_3} \cap P_2) | q_2 \in Q_2 \land q_3 \in Q_3 \} \)

Theorem 18 (The \( \phi_{\text{FES}}^R \) rule is soundness preserving). Let \( N_1 \) and \( N_2 \) be two RWF-nets such that \( (N_1, N_2) \in \phi_{\text{FES}}^R \). \( N_1 \) is sound iff \( N_2 \) is sound.

Proof The proof is similar to the one for the \( \phi_{\text{FES}} \) rule. The state spaces of both nets are comparable, such that where the state space of \( N_1 \) contains edges for transitions in \( V_1 \), the state space of \( N_2 \) only contains edges for transitions in \( V_3 \). Similarly, the set of transitions \( V_2 \) in \( N_1 \) is now \( V_4 \) in \( N_2 \). The set of places \( Q_2 \) has been replaced with \( r \). Additional requirements for reset arcs ensure that the transitions can be abstracted.

3.7 Abstraction

In this subsection, we first present Abstraction Rule for WF-nets (\( \phi_A \)) and then extend the rule for RWF-nets (\( \phi_R^A \)) by proposing additional requirements for reset arcs. The
A rule is based on the Abstraction rule for Petri nets from Desel and Esparza [12]. The rule allows the removal of a place $s$ and a transition $t$, where $s$ is the only input of $t$, $t$ is the only output of $s$ and there is no direct connection between the inputs of $s$ with the outputs of $t$. See the example in Figure 20 for an application of the $\phi_A$ rule. The reduced net on the right abstracts from place $s$ and transition $t$ and provides direct connections between the inputs of $s$ and the outputs of $t$.

![Figure 20. Reduction of a WF-net using the $\phi_A$ rule](image)

**Definition 30 (Abstraction Rule for WF-nets: $\phi_A$).** Let $N_1$ and $N_2$ be two WF-nets, where $N_1 = (P_1, T_1, F_1)$ and $N_2 = (P_2, T_2, F_2)$. $(N_1, N_2) \in \phi_A$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q \subseteq P_1 \cap P_2$, a place $s \in P_1 \setminus Q$, transitions $U \subseteq T_1 \cap T_2$, and a transition $t \in T_1 \setminus U$ such that:

**Conditions on $N_1$:**

1. $\bullet t = \{s\}$ ($s$ is the only input of $t$)
2. $s \bullet = \{t\}$ ($t$ is the only output of $s$)
3. $\bullet s = U$ (transitions in $U$ are input transitions for $s$)
4. $\bullet s = Q$ (transitions in $Q$ are output transitions for $t$)
5. $(\bullet s \times \bullet t) \cap F = \emptyset$ (any input of $s$ is not connected to an output of $t$ and vice versa)

**Construction of $N_2$:**

6. $P_2 = P_1 \setminus \{s\}$
7. $T_2 = T_1 \setminus \{t\}$
8. $F_2 = (F_1 \cap ((P_2 \times T_2) \cup (T_2 \times P_2))) \cup (\hat{\bullet} s \times \hat{\bullet} s)$
Theorem 19 (The $\phi_A$ rule is soundness preserving). Let $N_1$ and $N_2$ be two WF-nets such that $(N_1, N_2) \in \phi_A$. Then $N_1$ is sound iff $N_2$ is sound.

Proof The $\phi_A$ rule is boundedness and liveness preserving as shown by Desel and Esparza [12]. Soundness of a WF-net corresponds to boundedness and liveness of the short-circuited WF-net [2]. □

The Abstraction Rule for RWF-nets ($\phi_R^A$) extends the $\phi_A$ rule by introducing reset arcs. The rule allows for the removal of a place $s$ and a transition $t$, where $s$ is the only input of $t$, $t$ is the only output of $s$ and there is no direct connection between the inputs for $s$ with the outputs for $t$. Additional requirements are that transition $t$ does not reset any place, place $s$ is not reset by any transition, and outputs for $t$ are not reset by any transition. Input transitions for place $s$ can have reset arcs. Figure 21 visualises the $\phi_R^A$ rule.

Definition 31 (Abstraction Rule for RWF-nets: $\phi_R^A$). Let $N_1$ and $N_2$ be two RWF-nets, where $N_1 = (P_1, T_1, F_1, R_1)$ and $N_2 = (P_2, T_2, F_2, R_2)$. $(N_1, N_2) \in \phi_R^A$ if there exists an input place $i \in P_1 \cap P_2$, an output place $o \in P_1 \cap P_2$, places $Q \subseteq P_1 \cap P_2$, a place $s \in P_1 \setminus Q$, transitions $U \subseteq T_1 \cap T_2$, and a transition $t \in T_1 \setminus U$ such that:

Extension of the $\phi_R^A$ rule:

1. $((P_1, T_1, F_1), (P_2, T_2, F_2)) \in \phi_A$ (Note that, by definition, the $i$, $o$, $s$, $t$, $Q$, and $U$ mentioned in this definition have to coincide with $i$, $o$, $s$, $t$, $Q$, and $U$ as mentioned in the definition of $\phi_A$.)

Conditions on $R_1$:

2. $R^-_1(s) = \emptyset$ ($s$ is not a reset place)
3. $R^-_1(t) = \emptyset$ ($t$ does not reset)
4. for all $q \in \bullet : R^-_1(q) = \emptyset$ (all output places for $t$ are not reset places)
Construction of $R_2$:

5. $R_2 = \{(z, R_1(z) \cap P_2)|z \in T_2 \cap T_1\}$

**Theorem 20 (The $\phi_R^A$ rule is soundness preserving).** Let $N_1$ and $N_2$ be two RWF-nets such that $(N_1, N_2) \in \phi_R^A$. $N_1$ is sound iff $N_2$ is sound.

**Proof** This rule is quite close to the $\phi_R^{FST}$ rule (i.e., the fusion of two subsequent transitions), except that it rule allows for $s$ ($p$ for the $\phi_R^{FST}$ rule) to have multiple inputs. Using the $\phi_R^{FST}$ rule, the proof is quite simple. It is obvious that we can replace $s$ and $t$ by $s_1, ..., s_N$ and $t_1, ..., t_N$ in such a way that $\cdot s_i = \{u_i\}$, $s_i \cdot = \{t_i\}$, $t_i \cdot = \{s_i\}$, and $t_i \cdot = Q$ while preserving soundness. Next, we can use the $\phi_R^{FST}$ rule to reduce every $s_i$ and $t_i$. Figure 22 visualises the proof of the soundness preserving property of the $\phi_R^A$ rule.

![Diagram](image-url)

Fig. 22. Proof sketch for the $\phi_R^A$ rule

The other two linear dependency rules described by Desel and Esparza [12] to remove nonnegative linearly dependent places and nonnegative linearly dependent transitions are only applicable to free-choice nets. The rules are said to be not strongly sound for arbitrary nets (i.e., $N$ is well-formed if and only if $N'$ is well-formed) [12]. Hence, they cannot be used for WF-nets and RWF-nets.

4 Related work

A number of authors have investigated reduction rules for Petri nets and for various subclasses of Petri nets. In [9] and [10], Berthelot presents a set of reduction rules for general Petri nets. He proposes transformations on places and transitions that preserve language, deadlock-freeness, 1-liveness and liveness for place/transition systems. They include transformation on places such as structurally redundant places, double places
and equivalent places and fusion of transitions such as post-fusion, pre-fusion and lateral fusion. In [19], six reduction rules are presented for Petri nets. In [12], a set of reduction rules are proposed for free-choice Petri nets while preserving well-formedness. They include the abstraction rule, linear dependency rules for a non-negative linearly dependent place and for a non-negative linearly dependent transition. In [24], authors extends the reduction rules given by Berthelot for Time Petri nets. Six reduction rules that preserve correctness for EPCs including reduction rules for trivial constructs, simple splits and joins, similar splits and joins, XOR loop and optional OR-loop are proposed [13]. Some reduction rules presented for EPCs such as reduction rules for simple splits and joins and reduction rules for similar splits and joins are related to reduction rules that we have defined for WF-nets. However, these reduction rules do not take cancellation into account.

Reduction rules have been suggested to be used together with Petri nets for the verification of workflows (cf. Chapter 4 of the book by van der Aalst and van Hee [5]). In [26], the authors present how to decide relaxed soundness property of workflows with cancellation and OR-joins using invariants. We follow a similar approach with a set of reduction rules for workflow nets with cancellation regions and OR-joins using reset nets.

5 Conclusion

An important correctness notion for a workflow net is the soundness property. A workflow net is sound if it has the option to complete, proper completion, and no dead transitions. Verification can be used to detect whether a net satisfies the soundness property. When a workflow language supports cancellation behaviour, verification becomes time consuming, challenging and sometimes not even possible. In our previous work [30], we proposed a new verification technique for workflows with cancellation and OR-joins using reset nets and reachability analysis. We found that state based analysis for large nets can be time consuming and this has motivated us to consider possible reduction rules for such nets while preserving the soundness property.

A reduction rule can transform a large net into a smaller and simple net while preserving certain interesting properties and it is usually applied before verification to reduce the complexity and to prevent state space explosion. There are no reduction rules defined for reset nets in the literature. In this paper, we continue our work on verification of workflows with cancellation by exploring possible reduction rules for RWF-nets. We have presented a set of reduction rules for WF-nets and RWF-nets that are soundness preserving. These rules are based on existing reduction rules for Petri nets and free-choice nets [19, 12] and they have been extended and generalised as necessary. We have also provided detailed proofs for these reduction rules. We have also realised these reduction rules as part of the verification feature in the workflow language YAWL [1].
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